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INTRODUCTION

The existing landscape of cybersecurity training experiences is scarce in its offer-

ing of comprehensive solutions that effectively integrate augmented reality (AR) and

cybersecurity principles [3, 99]. Moreover, there is a lack of AR-based cybersecurity

solutions compatible with both mobile devices and head-mounted displays (HMDs).

Nonetheless, in spite of these research and solution gaps, compelling justifications ex-

ist for the potential as to why AR can be a powerful tool for promoting cybersecurity

awareness (CSA). AR offers an immersive experience by overlaying virtual elements

onto the real world, further enhancing user engagement through the ability of active

interaction with the augmented elements [11]. When it comes to CSA, the nature of

AR can help users grasp complex concepts more effectively and make the learning

process more engaging and enjoyable. In the form of an AR training scenario, users

can directly experience the repercussions of their cybersecurity choices in real time,

within their physical surroundings. This immersive experience can amplify the sense

of realism, allowing users to truly grasp the tangible consequences of their actions. By

providing an immersive and interactive learning experience, an AR training applica-

tion can help bridge the gap between theoretical knowledge and practical application,

fostering a culture of cybersecurity awareness and resilience.

Amongst the topical foci of currently available cybersecurity training solutions,

password security emerges as a prominent area worthy of attention within the realm

of AR training applications [96]. Its notable underrepresentation in this domain, cou-

pled with its paramount importance, positions password security as an ideal subject

for exploration and development within AR-based training platforms. Passwords are a

fundamental aspect of digital security [101], and their importance cannot be overstated.

However, despite their significance, many people still use weak passwords, reuse pass-

words across multiple accounts, or fall victim to phishing attacks that compromise their

passwords. By focusing on password security, the application can address a topic that

is both easy to understand and highly relevant in today’s digital landscape. Password

security is a universal concern that affects individuals, businesses, and organisations
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across various sectors [57]. By educating users about the importance of strong and

unique passwords, the risks of password reuse, and the techniques used by attackers

to exploit weak passwords, an AR application can empower users to take proactive

measures in order to protect their sensitive information in the future. Through the

exploration of password-related concepts, a training application could lay the ground-

work for users to develop a broader understanding of best practices in cybersecurity.

To address the aforementioned shortcomings, this thesis describes the development

of SecuAR Together, an AR application that provides cybersecurity training in the field

of password security with a focus on scenario-based and paired collaborative learning.

To ensure accessibility for users across different platforms, the application supports

multiple AR-capable devices, including HMDs and mobile phones. The application

is further subjected to a comprehensive user study, aiming to examine various aspects

related to the immersive and collaborative cybersecurity training. The user study aims

to assess the overall user experience, considering factors such as interactivity, collab-

orativeness, and the impact of using different devices. In addition, the study seeks to

evaluate the effectiveness of the training in enhancing participants’ understanding and

knowledge of password security principles.

The main focus of this thesis encompasses the following objectives:

1. review prior research concerning the enhancement of skill training and cyberse-

curity knowledge through the use of AR,

2. elaborate on the process involved in creating a collaborative cybersecurity train-

ing application that leverages AR and is supported across different devices, and

3. perform a quantitative user study to evaluate the efficacy and usability of the

developed application.

These objectives are achieved in the six main chapters of the thesis. Following the

introductory chapter, the subsequent chapter provides definitions to the the key con-

cepts utilised within the thesis. The third chapter provides a comprehensive overview

of previous work on the inclusion of extended reality (XR) technologies in the areas of

training and cybersecurity. The following chapter delves into the process of developing

a multi-device collaborative AR application for cybersecurity training. Additionally,

the fifth chapter centres around a user study conducted to evaluate the aforementioned

application. Ultimately, the thesis concludes by presenting a thorough summary and

analysis of the achieved results. Furthermore, lists of references, figures, tables, and

abbreviations employed throughout the thesis are also provided, along with the ques-

tionnaire form used in the study, which can be found in the appendix.
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1. Fundamental Theoretical Concepts

An overview of the theoretical concepts that form the foundation for the research

conducted in this thesis is given in Table 1.1, along with their descriptions. Definitions

of concepts from various sources are provided in order to foster a shared understanding

of these concepts, setting the stage for the remainder of the thesis. Notably, throughout

the thesis, the term AR is used in alignment with the definition of mixed reality (MR)

in the table, a conundrum formerly discussed by Billinghurst et al. [15].

Table 1.1: Descriptions of fundamental concepts referenced throughout the thesis

Theoretical Concept Description

Augmented Reality (AR) An environment containing both real and virtual sensory

components. The Augmented Reality continuum runs

from virtual content that is clearly overlaid on a real en-

vironment (Assisted Reality) to virtual content that is

seamlessly integrated and interacts with a real environ-

ment (Mixed Reality) [44].

Mixed Reality (MR) An environment containing both real and virtual com-

ponents that are seamlessly integrated and interact with

each other in a natural way [44].

Virtual Reality (VR) An environment that is fully generated by digital means.

To qualify as Virtual Reality, the virtual environment

should differ from the local environment [44].

Extended Reality (XR) An environment containing real or virtual components

or a combination thereof, where the variable X serves as

a placeholder for any form of new environment

(e.g., Augmented, Mixed, Virtual) [44].

Continued on the next page
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Table 1.1 ± continued from the previous page

Theoretical Concept Description

Immersion

(adj. immersive)

A psychological state characterised by perceiving one-

self to be enveloped by, included in, and interacting

with an environment that provides a continuous stream

of stimuli and experiences [43].

Cybersecurity The process of protecting information by preventing, de-

tecting, and responding to attacks [22].

Cybersecurity Awareness

(CSA)

A learning process that sets the stage for training by

changing individual and organisational attitudes to re-

alise the importance of security and the adverse conse-

quences of its failure [95].

The purpose of awareness presentations is to focus atten-

tion on security. Awareness presentations are intended

to allow individuals to recognise IT security concerns

and respond accordingly. In awareness activities, the

learner is the information recipient, whereas the learner

in a training environment has a more active role [94].

Awareness is used to reinforce the fact that security sup-

ports the mission of the organisation by protecting valu-

able resources. Awareness is also used to remind people

of basic security practises [40].

Training Teaching people the knowledge and skills that will en-

able them to perform their jobs more effectively [95].

Teaching people the skills that will enable them to per-

form their jobs more securely. This includes teaching

people what they should do and how they should (or can)

do it. Training can range from basic security practices

to more advanced or specialised skills. Training is most

effective when targeted to a specific audience [40].

Continued on the next page
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Table 1.1 ± continued from the previous page

Theoretical Concept Description

Training Effectiveness A measurement of what a student has learnt from a spe-

cific course or training event - learning effectiveness.

A pattern of student outcomes following a specific

course or training event - teaching effectiveness [95].

Gamification Using game design elements in non-game contexts [12].

Game-Based Learning

(GBL)

Learning that is facilitated by the use of a game. In ad-

dition to games, other game-like activities are often con-

sidered in relation to games-based learning: simulations

aim to model realistic environments, virtual worlds of-

fer interactive and explorative multi-user environments,

role playing showcases different perspectives of imag-

inary situations, puzzles lack interaction and feedback,

and stories are typically linear and noninteractive [81].

The theory of how learning occurs with the use of (pri-

marily digital) games. Includes learning of some knowl-

edge, skills, attitudes that happens with the deliberate

use of digital games [12].

Serious Game Synonym for GBL [81].

The term ªserious gameº is often mentioned in the liter-

ature as synonymous with the term ªgame-based learn-

ing.º Game-based learning, however, can be seen as an

approach to teaching in educational contexts [12]. With

a specific learning goal in mind, a learning task is re-

designed to make learning more interesting and effec-

tive. This involves the use of serious games in the learn-

ing process, seen as a tool of game-based learning [80].

A game designed specifically for purposes other than or

in addition to pure entertainment [78].

Continued on the next page
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Table 1.1 ± continued from the previous page

Theoretical Concept Description

Scenario-Based Learning

(SBL)

A model of action-based learning: All learning that is

orchestrated by some activity on the part of learners.

Action-based learning models revolve around learners

solving problems or addressing goals. The selection of

authentic problem situations or scenarios that best repre-

sent reality is crucial for achieving desired learning out-

comes [81].
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2. Overview of Related Prior Research

2.1. AR Training Solutions

In recent years, XR technologies such as VR and AR have gained significant at-

tention and have been applied to various domains, including medicine, military, psy-

chology, and industrial maintenance. These immersive technologies offer unique op-

portunities to enhance training experiences, improve learning outcomes, and provide

realistic simulations for trainees. The emphasis on exhibited prior research will pre-

dominantly be on AR, given its relevance in the research conducted within the context

of this thesis.

AR training solutions have gained significant attention in the medical field, offering

innovative approaches to enhance medical staff training and improve patient outcomes.

In the domain of medical education, multiple studies have focused on evaluating the

effectiveness and usability of AR training platforms. Sankaran et al. [77] conduct an

evaluation of an MR training platform for sepsis prevention medical education, high-

lighting its potential to enhance clinical exposure for novice students. Similarly, Frù-

land et al. [34] investigate the application of MR for first aid trauma training, specifi-

cally focusing on wound treatment, and provided automated simulations and feedback

to enhance individual training experiences. Liang et al. [52] explore the use of MR

to enhance stroke assessment simulation experience for nursing school students, while

Birt et al. [17] investigate the impact of mobile MR simulations on distance paramedic

education. Developed by Bottino et al. [19], Holo-BLSD is an MR self-directed learn-

ing and evaluation training system for basic life support and defibrillation procedures,

offering realistic haptic feedback, minimal instructor intervention, and comprehensive

data logging for error identification and debriefing.

Expanding the scope to specific medical procedures, Eom et al. [29] introduce Neu-

roLens, an AR training solution for novice neurosurgeons, providing contextual guid-

ance and improving the accuracy of catheter placement in external ventricular drain

procedures. Abhari et al. [1] propose an XR system, offering both VR and AR modes,
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for training neurosurgical residents in planning brain tumor resection, demonstrating

improved performance and reduced time for clinically relevant tasks compared to con-

ventional planning environments. Zhao et al. [100] present an MR training framework

for neonatal endotracheal intubation, offering real-time guidance, automated assess-

ment, and augmented feedback to enhance training effectiveness. Sielhorst et al. [85]

introduce an MR extension to a birth simulator, allowing in-situ body visualisation and

improving training efficiency. Rebol et al. [74] develop an MR system for remote train-

ing in central venous catheter placement, providing enhanced visual guidance com-

pared to traditional video-based methods. Yong et al. [97] explore the application of

AR in otologic and head and neck micro-surgical training, highlighting its potential

to improve trainee learning outcomes. Wang et al. [92] develop an AR telemedicine

platform for remote medical training, with a specific focus on ultrasound, comparing

it to a traditional telemedicine setup.

In the context of assistance and real-time use, De Mauro et al. [28] showcase the

first MR system integrated into a real microscope, specifically designed for training

and intraoperative assistance in the field of neurosurgery. Maas et al. [54] present an

XR telemedicine system that utilises both VR and AR to enable remote collaboration

between expert and inexperienced physicians for ultrasound diagnostics and interven-

tions in acute care settings.

Several studies have explored the application of AR to enhance patient rehabili-

tation processes. Jin et al. [47] develop an AR iOS application for gait rehabilitation

in stroke patients, along with wireless sensors and a smart carpet for motion mea-

surement. Sharma et al. [83] introduce an MR training application for upper limb

amputees, incorporating additional tactile and proprioceptive feedback to improve per-

formance, reduce prosthesis training time, and enhance completion rates. Evans et al.

[31] investigate the use of MR with visual feedback as a method for rehabilitation

during overground walking, specifically promoting goal-directed changes in walking

behaviour. De Cecco et al. [27] present an MR framework for rehabilitation and skill

assessment, enabling shared AR experiences between therapists and patients, fostering

empathy, and enhancing patient engagement.

AR training solutions have also been explored in the field of veterinary training.

Pan et al. [66] introduce an AR training solution that incorporates in-situ augmented

data visualisation and context-aware light field displays, providing targeted teaching

decisions and support by enabling real-time monitoring of students.

AR training solutions have also found applications in the military domain, offer-
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ing innovative approaches to enhance training effectiveness and reduce costs. Schaffer

et al. [79] propose the use of AR to enhance Marine Corps training by providing realis-

tic pre-deployment training and utilising augmented training areas, which can replace

live supporting forces and result in cost savings. Similarly, Piedimonte and Ullo [70]

examine the applicability of MR in maintenance and training processes in the Italian

Air Force, highlighting its potential to centralise resources, minimise expenses, and

improve efficiency in remote guidance and assistance. Furthermore, Ai et al. [4] show-

case an embedded military training system using MR, which enables the rapid develop-

ment of mission-specific environmental models and synthetic characters. This system

provides a realistic and adaptable training environment, allowing military personnel to

acquire critical skills in a simulated setting. In evaluating different technologies for

military training, Guzmán et al. [41] compare the effectiveness of MR and tablet tech-

nologies. They find that traditional tablet applications offer similar levels of situation

awareness at reduced cost and increased usability compared to MR technologies.

In the field of psychology, AR training solutions have been explored to enhance

various aspects of psychological interventions. Greenberg and Spitaletta [39] present

the development of an MR social prosthetic system called IN:URfACE, which aims

to enhance emotion recognition training and performance. This system overlays syn-

chronised nonverbal signals onto the face of an interaction partner through an HMD.

Chiam et al. [20] showcase an AR-enhanced solution for vocational rehabilitation in

individuals with psychiatric and neurodevelopmental disabilities. This cost-effective

training approach offers opportunities for skill development, social interaction, and po-

tential re-employment. The training scenarios simulate real-world vocational settings,

promoting skill acquisition and fostering social integration.

In the realm of industrial maintenance and assembly, extensive research has been

done to explore the effectiveness and advantages of AR in enhancing training out-

comes, offering realistic simulations, interactive guidance, and heightened user en-

gagement. Besbes et al. [14] introduce an AR prototype for industrial maintenance

training, utilising an HMD and a laser pointer for user interactions, with the aim of

training users for specific maintenance tasks. Similarly, Aziz et al. [10] propose an

MR training solution for engineering maintenance, with a focus on machine part main-

tenance and assembly, enhancing participant understanding. Wang et al. [91] explore

the effectiveness of combining three-dimensional (3D) gestures and computer-aided

design (CAD) models in an MR remote collaboration system for assembly training.
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The study shows improved performance and user experience in the training process.

Mùsbñk and Bjùrner [58] explore the application of AR in specific industrial context,

examining an AR training application for field engineers in medical analyzer service

and maintenance.

Furthermore, research has dedicated attention to evaluating the effectiveness of

AR in industrial training, both in comparison to traditional methods and other XR

technologies. Gonzalez-Franco et al. [38] investigate the effectiveness of MR as a

training solution for complex manufacturing processes, comparing it to conventional

face-to-face training. The study finds equivalent knowledge retention between MR

and face-to-face training, but with potential cost reduction and improved safety. Dal-

ing et al. [23] compare AR and VR technologies for assembly of a pneumatic cylinder.

The study examines usability, ergonomics, and perceived task load and found signifi-

cant differences in usability, with a majority of participants preferring the VR system

for industrial training purposes. However, no significant differences are observed in

ergonomics and task load. A similar study by Daling et al. [24] investigates the ef-

fectiveness of AR and VR-based training compared to video-based training in manual

assembly tasks. While no significant difference is found in objective performance, AR

and video training received better subjective evaluations, suggesting that AR may be a

more suitable alternative for achieving short- and long-term training success. Gavish

et al. [35] evaluate the effectiveness of VR and AR training platforms for industrial

maintenance and assembly tasks. The study highlights the advantages of AR in re-

ducing errors and improving cognitive understanding, demonstrating its potential in

improving training outcomes. Liu et al. [53] investigate the impact of VR and AR

training on the effectiveness of professional maintenance personnel, with a specific fo-

cus on multi-level maintenance tasks. The study’s findings show that AR outperforms

VR and traditional training methods for such tasks, highlighting its superiority in train-

ing effectiveness.

In the realm of interactive learning and skill development, AR training solutions

have been explored in various domains. Zhai et al. [98] propose an intelligent MR

cooking system designed to address the memory and learning challenges faced by

novice cooks in the kitchen. By leveraging MR presentation and focusing on five key

aspects of cooking, this system aims to enhance the user experience and cooking ef-

fectiveness. Furthermore, Gonzalez et al. [37] conduct a comparative study between

AR and desktop interfaces for authoring SBL content. Their findings reveal no sig-

nificant differences in task completion time or perceived usability, indicating that AR

10



interfaces can provide comparable user experiences to traditional desktop interfaces in

the context of SBL content creation.

In the context of music education, MR has also been utilised to enhance piano ped-

agogy. Birhanu and Rank [16] explore the use of MR in piano instruction, specifically

focusing on notation literacy. Their application, called KeynVision, introduces begin-

ners to octave scales, chords, and arpeggios through MR technology. Similarly, Gerry

et al. [36] introduce ADEPT, an MR application for piano training that employs aug-

mented embodiment, audio-visual perspective taking, and feedback to enhance motor

learning and performance. In contrast to the previous solution, their approach empha-

sises muscle memory over symbolic musical notation.

2.2. Cybersecurity Training in VR

The field of immersive cybersecurity education and training has witnessed the

emergence of VR technology as a powerful tool. In response to the ever-increasing

complexity and sophistication of cyber threats, there is a pressing need for innova-

tive approaches that effectively educate individuals and strengthen their cybersecurity

knowledge and skills. This has prompted several research papers to explore the ap-

plication of VR in the realm of cybersecurity, with the goal of developing effective

training environments and tools. This section presents a diverse collection of studies

that delve into the use of VR in cybersecurity education, encompassing serious games,

role-playing games, and the consideration of integration of elements such as digital

agents, haptic feedback, and immersive storytelling in order to further strengthen the

effectiveness of acquiring cybersecurity knowledge through VR. These studies provide

valuable insights into the potential of VR as a medium for enhancing cybersecurity

awareness and knowledge.

Williams and El-Gayar [93] adopt SBL and gamification principles in the propo-

sition of a collaborative VR cybersecurity escape room prototype. The application is

structured as a serious game that integrates storytelling elements and incorporates es-

sential cybersecurity skills, including social engineering and password security. Specif-

ically, in terms of password security, participants engage in answering password recov-

ery questions. The integration of VR technology in the development of role-playing

games (RPG) for cybersecurity education is emphasised by Jin et al. [46]. They high-

light the effectiveness of GBL in teaching cybersecurity principles and present various

games, including two VR RPGs focusing on social engineering and secure online be-
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haviour. The favourable reception and engagement exhibited by students indicate the

effectiveness of these immersive games as tools for CSA training.

Also building on the effectiveness of GBL, Veneruso et al. [90] introduce CyberVR,

a VR game designed to educate users about cybersecurity. The game comprises six

mini-games covering different cybersecurity topics and aims to raise awareness among

players. A user study with 40 participants was conducted to evaluate the effectiveness

of CyberVR compared to traditional textbook learning. The results indicate that Cy-

berVR is equally effective, if not more, in teaching cybersecurity while being more

engaging, showcasing the potential of CyberVR as an alternative learning tool for cy-

bersecurity education.

Based on research comparing conventional cybersecurity training approaches and

their VR counterparts, Ulsamer et al. [87] contrast the effectiveness of 360° VR video

with traditional text-based e-learning methods. The study explores the use of immer-

sive VR storytelling to improve knowledge and learning outcomes in cybersecurity,

more precisely, social engineering. Notably, the participants in the study were unable

to interact with the actors featured in the VR videos. The results reveal that users ex-

posed to VR video outperform those exposed to traditional methods on an information

security awareness test, demonstrating more sustainable learning. The story-based VR

experience is found to be immersive and engaging, facilitating easier comprehension

and application of knowledge. These findings suggest that immersive storytelling in

VR video holds promise for enhancing knowledge and behaviour in social engineering.

As a follow-up work by Fertig et al. [33], training within a fully interactable VR vir-

tual environment is compared to video training for increasing knowledge in CSA. The

study theoretically establishes the potential for sustainable knowledge enhancement

through VR training. However, contrary to previous research, no sustainable increase

in CSA knowledge is observed compared to video training.

Rana and Alhamdani [72] propose a framework to compare the efficacy of VR cy-

bersecurity training with traditional video-based methods. Their framework involves

developing a VR simulation and a video-based training format to teach physical cy-

bersecurity concepts, followed by assessments through quizzes and surveys. The anal-

ysis of learning outcomes and participant feedback aims to evaluate the effectiveness

and engagement of VR training in cybersecurity, contributing to a better understand-

ing of the impact of VR in cybersecurity education. Based on the need to examine

the effectiveness of VR cybersecurity training, the same authors present an ontology-

based framework that integrates VR environments and interactive simulations. The
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framework presented in Rana and Alhamdani [73] enhances VR cybersecurity train-

ing programmes and encompasses seven phases, ranging from module selection to its

development and evaluation. By addressing the unique aspects of VR simulations and

games, this research aims to augment the efficacy of cybersecurity training.

Bernsland et al. [13] showcase CS:NO, a VR prototype aimed at teaching cyberse-

curity basics. Alongside VR, haptic feedback is utilised to create an immersive learn-

ing environment where users can interact with virtual representations of data packets

and explore abstract cybersecurity concepts such as encryption, decryption, firewalls,

and malicious data. In order to provide haptic elements, they employ thermal sensors

to enhance the sense of presence and provide multisensory experiences. This paper ad-

dresses the difficulties of visually representing abstract cybersecurity concepts in VR

and introduces the initial design of CS:NO. Key elements of the design, including the

network highway, firewall, data packet representation, as well as interactive decryption

processes, are highlighted. The authors also explore the use of narrative design in the

given context.

VRCyberEducation, an educational VR application developed by Klooster [50], is

also dedicated to improving knowledge on cybersecurity basics, as well as reducing

human errors in cybersecurity. The scenario-based application allows users to per-

form basic cybersecurity tasks and monitors their knowledge and behaviour, providing

feedback upon completion. The evaluation reveals a significant improvement in cyber-

security performance among participants exposed to the VR application. Additionally,

the application received above-average usability scores, highlighting its effectiveness

as an educational tool in the field of cybersecurity.

Adinolf et al. [2] explore the potential of digital agents in VR environments for

cybersecurity training and provide design insights classified as thematic, stylistic, and

mechanical. The thematic findings suggest employing metaphors and narrative spaces

instead of a direct cybersecurity presentation. Stylistically, a stylised or cartoon-like

art style is recommended for both the environment and the agent to avoid the uncanny

valley effect, emphasising non-verbal engagement. In the mechanical aspect, simple

VR interactions such as pushing, grabbing, pointing, and throwing are suggested. Ad-

ditionally, the agent can be used to mimic user actions or as a hint system.

Focusing on the application of VR cybersecurity training in specialised domains,

Kasurinen [49] explore the usability issues of VR learning simulators for the preven-

tion of cybersecurity threats in hospitals. The study focused on evaluating the usability
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and user experience aspects of a mixed-method VR environment applied in the cyber-

security domain. Three scenario-based user interface solutions were tested: no VR,

where participants used a computer to explore the implemented virtual environment

and utilise the cybersecurity tools; semi-VR, where activities within the virtual envi-

ronment were executed using a VR headset, while using cybersecurity tools separately

on a computer; and full VR, where all activities were conducted within the VR envi-

ronment. The findings indicate that the full VR approach offered the highest level of

immersion and usability, enabling users to effectively complete tasks within the vir-

tual environment. However, the study also acknowledges the importance of integrating

real-life tools and ensuring tactile and responsive user interfaces.

Furthermore, Dattel et al. [26] present a study on the use of VR training to improve

the identification of cyber threats in the field of naval operations. The developed appli-

cation immerses participants in a simulated U.S. Navy destroyer environment where

they encounter hacking incidents and must identify and mitigate cyber threats. The

findings indicate that the trained shipmen showed significant advancements in their

knowledge and performance in handling cyber threats, particularly early in the pro-

gramme, compared to a control group.

Seo et al. [82] introduce the CiSE-ProS VR training programme designed to en-

hance physical cybersecurity education. The programme focuses on four scenarios

set within a virtual data center environment and specifically targets high school stu-

dents in institutions with limited access to physical data centers. The feedback from

study participants highlighted their positive experiences with VR, emphasising the in-

teractive, realistic, and immersive nature of the technology. Furthermore, participants

demonstrated a strong retention of cybersecurity knowledge.

2.3. Cybersecurity Training in AR

In contrast to the extensive research and development of VR solutions in the field

of cybersecurity, the exploration of AR in this domain has received relatively less at-

tention. While VR has been extensively studied for its potential in enhancing cyber-

security training and education, the application of AR in cybersecurity is an emerging

area that holds great promise. However, despite its potential benefits, the research and

development of AR solutions in cybersecurity is still in the nascent stages. This section

delves into the limited but notable research efforts that have been undertaken to explore

the intersection of AR and cybersecurity, shedding light on the innovative applications,

educational tools, and visualisation techniques.

14



Most notably, Alqahtani and Kavakli-Thorne [5] developed CybAR, an AR game

designed to enhance cybersecurity awareness and knowledge acquisition. The game

aims to educate users about various cyberattacks and ways to prevent them in an en-

gaging and entertaining manner. The game incorporates real cybersecurity case stud-

ies, covering topics such as phishing, identity theft, ransomware, and social media-

based attacks. Following a situated learning theory, CybAR emphasises collaborative

problem-solving and integrates pedagogical approaches such as constructivist, game-

based, and inquiry learning. Users engage in gamified tasks, earn points, receive feed-

back, and can compare their progress on leaderboards. The effectiveness of CybAR

is evaluated through an experimental study involving 91 participants, demonstrating

positive responses and increased awareness of cybersecurity practices.

Subsequently, the authors extend their investigations by conducting further re-

search that specifically delves into distinct aspects of cybersecurity in conjunction

with AR, as factors affecting user behaviour, acceptance of the game, decision-making

styles, and the impact of gamification techniques, while leveraging the previously de-

veloped CybAR application as their experimental platform. In Alqahtani and Kavakli-

Thorne [8], the authors focus on exploring factors influencing the acceptance of Cy-

bAR. It examines the relationship between attitudes, intentions, and actual behaviour,

considering personality traits and cultural differences in order to identify predictors of

CybAR usage and understand users’ acceptance. They show that personality traits, such

as agreeableness, conscientiousness, neuroticism, openness, and extraversion, play a

role in the acceptance of CybAR by users. Alqahtani et al. [9] focuses on the spe-

cific impact of gamification factors on the acceptance of CybAR for CSA. It addresses

the gap in understanding the factors that influence the acceptance of AR applications

by analysing the effects of gamification in the context of cybersecurity. The study

explores the relationship between gamification factors, user acceptance, and cyberse-

curity awareness in the context of the CybAR game. The findings demonstrate that the

implementation of gamification techniques in CybAR significantly enhances users’ ac-

ceptance of the game as a means of promoting cybersecurity awareness. Through the

GBL approach, CybAR effectively educates users and effectively raises their under-

standing of cybersecurity issues. These results highlight the importance of developing

augmented reality applications that prioritise user education and awareness in the realm

of cybersecurity. The factors affecting users’ cybersecurity behaviour by using CybAR

are explored in Alqahtani and Kavakli-Thorne [7]. The researchers identify key ele-

ments that should be addressed in the game to prevent cybersecurity attacks and assess
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that individual differences, such as demographic factors, personality traits, domain-

specific risk-taking scale, and general decision-making style, significantly influence

motivation and behaviour to avoid cybersecurity. Similarly, the work of Alqahtani and

Kavakli-Thorne [6] investigates the role of decision-making styles in avoiding risky

cybersecurity behaviour using CybAR. The study finds that decision-making styles

significantly moderate the relationship between avoidance and cybersecurity avoid-

ance behaviour. The rational decision-making style has been shown to have a strong

influence on avoidance and cybersecurity avoidance behaviour, while dependent and

avoidant styles have a lesser impact.

The work of Korkiakoski et al. [51] investigates the use of AR and gamification to

enhance training and overall experience of using an ethical hacking game, where par-

ticipants complete capture the flag (CTF)-style objectives by executing Linux terminal

commands. A pilot study involving three cybersecurity experts and three cybersecurity

novices was conducted to assess the game’s impact on situational awareness and learn-

ing. The study employed dedicated questionnaires tailored for each group. Notably, an

intriguing finding emerged as novice participants displayed noticeable progress over

time, gradually catching up with the experts. This outcome highlights the potential

of the AR application in equalising opportunities and promoting effective learning,

regardless of participants’ initial skill levels.

Another study that explores the intersection of AR, cybersecurity education, and

gaming is conducted by Salazar et al. [76]. They introduce an AR-based serious game

designed to enhance cybersecurity learning for high school students. It addresses the

challenge of conveying complex cybersecurity concepts to this demographic via a pre-

sentation by allowing students to interact with tangible representations of cybersecu-

rity concepts. The researchers propose two approaches to AR in the context of their

application: AR lenses, where users view an augmented version of the real environ-

ment through a mobile platform, and AR mirror, where a fixed camera and display

connected to a computer create an augmented reality effect. They employ the AR mir-

ror paradigm using custom marker recognition algorithms, allowing users to interact

with virtual objects and explore structures by rotating markers with their hands. The

game focuses on key threats faced by high school students, such as identity theft and

malware, and proposes countermeasures such as robust passwords and multi-layer se-

curity. The study’s findings demonstrate that the serious game effectively reinforces

understanding of cybersecurity concepts by providing users with tangible experiences

and an interactive context for experimentation.
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Tan [86] introduce an AR application for security officer training. Their approach

utilises a marker-based system with QR codes and mobile device as an AR device.

The study demonstrates the effectiveness of this approach in creating an immersive

learning environment and employing scenario-based learning (SBL), allowing trainers

to design customised training scenarios.

Shen et al. [84] aim to address the scarcity of cybersecurity professionals by em-

ploying AR to captivate middle school students and foster their interest in cybersecu-

rity careers. Through the creation of interactive activities focused on steganography,

phishing, and firewalls, the authors aim to make abstract cybersecurity concepts more

accessible, enhancing student understanding and engagement. The research presents

prototyped interactive cybersecurity activities and establishes design principles for the

development of concrete and interactive educational content. The anticipated outcome

of this research is to advance cybersecurity education and stimulate career interest

among students. Notably, the same authors delve deeper into the concept of phishing

in their following work (Chiou et al. [21]), where they develop a mobile AR-based

cybersecurity education application. It is worth mentioning that this AR phishing pro-

totype is the same one noted in the preceding paper. The paper presents related work on

AR education and cybersecurity training for phishing, as well as discusses the design

and prototype of the AR based phishing application. The goal is to provide remote

access to cybersecurity education for school children and enable them to differenti-

ate between malicious and genuine messages. The application involves students using

iPad devices to discuss messages on a table and decide whether to open attachments or

links based on their digital content.

Existing research efforts in AR visualisation focus on industrial applications and

wireless network control, while limited work has been done in visualising network se-

curity data. Mattina et al. [56] propose a mobile phone AR platform for real-time and

space-based visualisation of diverse security data. Two prototype applications been

developed for visualising intrusion detection (CovARVT) and wireless association data

(ConnectAR). These prototypes demonstrate the potential of AR in enhancing user sit-

uational awareness and threat response. The integration of AR in network security

visualisation can provide analysts with new perspectives and aid in combating cyber

threats effectively. However, further research is required to address the challenges and

expand the scope of AR-based cybersecurity visualisation.
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Similarly, Joshi [48] introduces an AR approach to enhancing the comprehension

of data flow in cybersecurity for network operators and security analysts. The proposed

solution integrates digital and physical components by mapping devices in the envi-

ronment and augmenting device-specific information. Through the development of a

mobile phone prototype application, the accompanying case study demonstrates the ef-

fectiveness of the visualisation method using adaptive interfaces and gesture controls.

The application proves to be successful in enhancing threat mitigation by eliminating

the need for manual localisation and enabling faster threat identification. In general,

the study emphasises the potential of AR in enhancing situation awareness in the field

of cybersecurity.
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3. Development of SecuAR Together

The developed application is an immersive and collaborative training solution de-

signed to enhance cybersecurity knowledge. It leverages AR technology to create a

realistic and engaging learning environment. The application is specifically designed

for use in pairs and each user has the flexibility to choose their preferred AR device to

use this application on, including the HoloLens 2, an Android mobile phone, or an iOS

mobile phone. However, it is important to note that the application has been primarily

tested on the HoloLens 2 and Android devices, while its performance on iOS devices

requires further evaluation.

The primary goal of SecuAR Together is to provide users with hands-on experiences

and interactive simulations of real-life cybersecurity scenarios in AR, while leverag-

ing a GBL approach combined with SBL at the same time. By immersing users in a

virtual environment, the application aims to improve their understanding of cyberse-

curity concepts and foster a proactive mindset towards cyber threats. The application

provides a dynamic training experience by combining educational content, interactive

tasks, and collaborative features, organised into two distinct scenarios.

3.1. Platform Choice

The application aims to cater to a broad user base by targeting a range of AR-

capable devices. This approach acknowledges that users may have varying levels of

access to AR devices based on factors such as affordability, availability, or personal

preferences. By accommodating multiple platforms, the application ensures that a

wider audience can benefit from the training experience, regardless of the device they

own or have access to. As mentioned, affordability is an essential consideration in this

context. Mobile phones, often considered lower-end devices, are widely accessible

to a significant portion of the population. By taking into account during application

development that these devices are one type of possible end devices and ensuring a

smooth ease of use on these devices, this opens up opportunities for widespread ap-
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plication dissemination, even among individuals who may not have access to high-end

AR hardware like HMDs. This inclusivity aligns with the aforementioned goal of pro-

moting cybersecurity awareness and education to a broader audience, irrespective of

their device limitations.

In spite of that, the disparity between the AR experience using an HMD, such as

the HoloLens 2, and a mobile phone deserves attention and careful consideration [71].

The HoloLens 2 offers a hand gesture-based experience, eliminating the need for users

to hold the device and enabling more seamless and natural interactions with the virtual

environment. Furthermore, its ability to track head movement enhances the alignment

of virtual objects with the user’s perspective, creating a heightened sense of depth. In

contrast, mobile phone users are limited to interacting with the virtual environment

through a two-dimensional (2D) screen, introducing a physical barrier that impedes

realistic interactions with virtual objects compared to the direct manipulation in a 3D

space. However, depending on their screen size, mobile phones generally provide a

slightly wider field of view (FoV) compared to the much more constricting and narrow

FoV of the HoloLens 2 [59]. Moreover, the quality of the rendered virtual objects is

much sharper and clearer on a mobile device, as the semi-transparent representation of

virtual objects on the HoloLens 2, due to its optical see-through approach, can affect

visual clarity. Figures 3.4a and 3.4b provide visual representations of the distinctions

between the FoVs and renders of the two devices within the context of this application.

These differences in device-specific user experience (UX) need to be taken into consid-

eration when developing an AR application intended to be used on multiple platforms.

3.2. Used Technologies and Tools

Unity is a 2D and 3D cross-platform game engine developed by Unity Technologies

[42]. Although the engine is written in C++, the scripting aspect of games developed

in the engine is done in C#. Unity allows for seamless deployment of content across

various platforms, including desktop, mobile, web, console, TV, VR and AR. For this

application, version 2020.3.47f1 was chosen.

Mixed Reality Toolkit (MRTK2)1 is an open-source development toolkit for MR

application development by Microsoft. It is the successor to HoloToolkit released in

2017 [32]. Developed specifically for the Unity game engine, MRTK-Unity serves

1https://learn.microsoft.com/en-us/windows/mixed-reality/mrtk-

unity/mrtk2/
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as an adapted version of MRTK with pre-implemented core functionalities. Among

its functionalities, MRTK-Unity provides a cross-platform input system and building

blocks for spatial interactions and user interface (UI) elements. MRTK-Unity supports

various devices, including Microsoft HoloLens 2, Windows Mixed Reality headsets,

Meta Quest, and devices running on SteamVR via OpenXR. It seamlessly integrates

with Android and iOS platforms via AR Foundation through the ARCore and ARKit

XR plug-ins, respectively. Currently, MRTK32 is in its final stages of development.

MRTK version 2.8.3 was used for this application.

In order to build applications targeted for HoloLens 2 and leverage AR capabil-

ities such as spatial anchoring, the preferred XR plug-in within Unity is the Mixed

Reality OpenXR plug-in. OpenXR3, an open and royalty-free standard established by

Khronos, provides a cross-platform Similarly, for Android-based AR application de-

velopment, the recommended choice is ARCore4, a cross-platform AR SDK offered

by Google.

AR Foundation5 is a framework within the Unity engine, which facilitates the de-

velopment of multi-platform AR applications. AR Foundation seamlessly integrates

with the native AR software development kit (SDK) of the target platform, granting

the ability to create and distribute AR experiences across various platforms, such as

the ARCore XR plug-in for Android, ARKit XR plug-in for iOS, and OpenXR plug-in

for HoloLens 2, within a single Unity project. It is important to note that AR Founda-

tion solely provides interfaces for AR features, necessitating the utilisation of separate

provider plug-in packages specific to each platform. The version used was 4.2.7

Photon Unity Networking (PUN2)6 is a Unity networking package, developed

by Photon Engine, that improves upon and expands the capabilities of Unity’s native

networking system. By leveraging Photon’s communication and matchmaking fea-

tures, PUN2 provides developers with an application programming interface (API) that

closely resembles Unity’s built-in networking API. PUN2 is specifically designed to

simplify the implementation of real-time and cross-platform multiplayer experiences,

2https://learn.microsoft.com/en-us/windows/mixed-reality/mrtk-

unity/mrtk3-overview/
3https://www.khronos.org/openxr/
4https://developers.google.com/ar/
5https://docs.unity3d.com/Packages/com.unity.xr.arfoundation@5.0/
6https://www.photonengine.com/pun/
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and provides seamless game object synchronisation, client-server model, and the afore-

mentioned matchmaking features. The PUN2 version used during the development of

the application was 2.33.3.

Azure Spatial Anchors (ASA) serves as a managed cloud-based solution and de-

veloper platform, empowering the creation of multi-user mixed reality experiences

that are spatially aware [63]. It facilitates seamless Unity integration across a range of

XR-capable devices, including HoloLens, iOS (ARKit), and Android (ARCore). The

sevice enables users to collaboratively engage with immersive content in the context of

their physical surroundings. ASA provides a versatile platform that empowers devel-

opers to create multi-user mixed reality applications, enable way-finding experiences,

and integrate virtual content persistence into real-world environments. Different types

of ASA SDK should be included into the Unity project in order to provide support for

a specific platform. For this particular application, the Core, Android, and Windows

SDKs (version 2.13.3) were incorporated.

The application development process employed two integrated development envi-

ronments (IDEs), namely JetBrains’ Rider7 and Microsoft’s Visual Studio 20228. On

the one hand, Rider, version 2022.2.3, was used for Unity’s scripting purposes for the

application itself. On the other hand, Visual Studio, version 17.5.5, was also used to

build and deploy the application on the HoloLens 2 device.

To obtain 3D models for the application, the Unity Asset Store9 and Sketchfab10

were utilised as valuable resources. The Unity Asset Store operates as a comprehen-

sive marketplace, offering a wide range of pre-built assets, including 3D models and

scripting elements. Additionally, Sketchfab provides a vast library of user-generated

3D models, offering a diverse selection of objects and environments.

7https://www.jetbrains.com/rider/
8https://visualstudio.microsoft.com/vs/
9https://assetstore.unity.com/

10https://sketchfab.com/
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3.3. Multiplayer Implementation

This chapter addresses two pivotal aspects of multiplayer functionality in this appli-

cation: networked collaboration and spatial consistency of objects in both the real and

virtual world. To facilitate the collaborative aspect, the PUN2 networking framework

is utilised, enabling seamless interaction and synchronisation among multiple users.

Additionally, the ASA service is employed to anchor virtual content in real-world lo-

cations, ensuring spatial consistency across different devices. The integration of these

technologies, their functionalities within the application, and the design considerations

involved in their implementation are discussed in the remainder of the section.

3.3.1. Networked User Connection and Synchronisation

To support the collaborative aspect of the application, where two users join the ap-

plication to participate in a single cybersecurity training session, it is important to have

a reliable networking solution. Although Unity offers some built-in networking capa-

bilities, they do not fully meet the requirements for seamless multiplayer interactions.

To overcome these limitations, the application leverages PUN2, a simple networking

framework that extends the native Unity functionality. It introduces the concept of

client matchmaking into lobbies and rooms, allowing users to connect and synchronise

their actions, interact with virtual objects and collaborate within a shared virtual en-

vironment [68]. The framework handles tasks such as player authentication, network

latency management, and remote procedure calls (RPCs).

To meet the needs of the application, the free version of PUN2 is used, which sup-

ports up to 20 concurrent clients. This capacity is sufficient for the collaborative na-

ture of the training sessions in pairs. The application utilises a centralised client-server

architecture, facilitated by dedicated Photon servers situated in different geographic

regions [68]. Specifically, the application designates the EU region to ensure that users

who launch the application are seamlessly connected to the same lobby upon entering.

Within the application, a Photon room is established to facilitate a single cyber-

security training session. Room creation is initiated by the Master client, which is

determined as the first user to enter the application among the two participants. The

Master client assumes the role of Player 1, while the second user to join is regarded

as a regular client, referred to as Player 2. The application establishes communication

with the Photon Cloud service through the input of an App ID within the Unity project.

This unique identifier is acquired through the registration process for a Photon account
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and the subsequent creation of a dedicated "App" within the Cloud Dashboard.

Photon is utilised for user authentication, creating a Photon room to coordinate

the two clients, managing object instantiation and destruction in various scenarios and

facilitating RPCs to synchronise user actions. The primary namespace employed for

the application’s network code is Photon.Pun, with the occasional usage of the

Photon.Realtime namespace. To invoke methods targeting one or both clients

within the Photon room, RPCs were employed, allowing for the execution of methods

marked with [PunRPC] through the specific PhotonView of the game object in

question. The presence of the PhotonView component indicates that the object is a

Photon networked object with a unique viewID. Examples of instances where RPC

methods were used include switching between scenarios, verifying the entered pass-

word in Scenario 1, sharing individually entered passwords and performing password

analysis in Scenario 2, as well as synchronising rule movement in Scenario 2.

3.3.2. Virtual Object Spatial Consistency

In order to enable real-time rendering of virtual content in specific real-world lo-

cations for multiple users, the utilisation of a tracking solution becomes imperative.

Given the limitations encountered with marker-based AR tracking using Vuforia [59],

a markerless approach was adopted to address these challenges effectively. ASA, a

spatial anchor solution, emerged as the most suitable out-of-the-box service due to

its simultaneous support for both HoloLens and mobile devices (Android and iOS),

aligning with the targeted devices for the application. These devices employ visual

simultaneous localisation and mapping (SLAM) algorithms to track feature points in

captured images, resulting in a sparse local point cloud map [30], as depicted in Fig-

ure 3.1.

ASA operates by establishing a network environment that enables real-time render-

ing of content in specific real-world locations. To create or locate an anchor, the client

SDK captures environment images, which are processed on the device to generate a

sparse point cloud [61]. This point cloud, which contains visual characteristic hashes

without pixel data, is securely transmitted and stored on the ASA cloud infrastruc-

ture within a designated geographic region. Anchors are isolated based on associated

Azure accounts, ensuring access only for authorised applications. The sparse local

maps are then matched with larger global maps stored in the cloud. ASA leverages

device-specific AR trackers, utilising cameras to perceive the environment and track

device movement in 6 degrees of freedom (6DoF) [61]. By designating anchor points
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Figure 3.1: Real-life environment and the resulting sparse point cloud (source [61])

of interest, ASA captures and transmits environment data for storage. When another

device queries the same anchor using a local map, its data are matched against the

previously stored environment data in the cloud map. This process allows ASA to

compute a reliable 6DoF pose, enabling the display of spatially anchored content at

the correct physical location. Multiple devices can co-localise to the same anchor [30],

visualising shared digital information from their own perspectives by leveraging the

anchor’s coordinate frame.

In the context of this application, session-based spatial anchors were employed,

indicating that the anchors would cease to exist after the conclusion of a particular ses-

sion. The utilisation of anchor persistence, wherein anchors created in one session can

be located and accessed in subsequent sessions on the same or different devices [65],

was intentionally disregarded. This decision was driven by the nature of the applica-

tion, aiming to facilitate singular usage scenarios with new user pairs for each session,

who could potentially occupy the same physical space as previous pairs. Consequently,

the exclusion of anchor persistence ensures that each new pair could establish their own

distinct anchor tailored to their specific requirements at a particular moment.

To incorporate the ASA service into a Unity application, several steps must be

taken. Firstly, the relevant SDKs, depending on the targeted devices, must be loaded

into the Unity project. Secondly, adjustments need to be made to the project settings

to enable seamless integration with the ASA service. Additionally, an Azure account

must be established through the Azure portal11, providing the necessary foundation for

utilising the ASA service. Within the Azure portal, a distinct "Spatial Anchor Account"

11https://portal.azure.com/
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resource must be created, generating essential credentials such as the Account Domain

and Access Key associated with the resource. This information is crucial for establish-

ing a connection between the application and the Azure cloud service, supplied to the

application through scripting in Unity.

The application utilises a single anchor, to be placed by Player 1 after entering

the application (see Figure 3.2a). The anchor is visualised as the center of the table

visible to both players, on which all the scenarios within the application are to take

place. To ensure sufficient coverage of the surrounding real-life environment, Player 1

is encouraged to move around the table after its placement (see Figure 3.2b), following

the general guidelines on ensuring a sufficient scan of the anchored area, provided by

[62]. Once more than 80% of the area has been traversed (as indicated by the ASA

SDK), the locally established anchor is officially placed and transmitted to the cloud.

Consequently, the other player can retrieve this cloud-stored anchor by looking around

the same area Player 1 scanned originally, aligning their own table’s placement with

the location of Player 1’s table within their respective local space.

(a) Locally placing the spatial anchor (b) Capturing the surroundings of a spatial anchor

Figure 3.2: ASA set-up within the application

More technically, the application establishes communication with the ASA ser-

vice by utilising the SpatialAnchorManager interface provided by the ASA SDK

[64]. To create and locate anchors, an ASA session is initiated through the

StartSessionAsync() method. If required, a session needs to be created first

by invoking CreateSessionAsync(). The anchor in question is stored as a

CloudSpatialAnchor object, which is linked to the platform-specific local an-

chor of ARAnchor type. The anchor can be assigned an expiration date or explicitly

deleted, as implemented within this application. Furthermore, the application is re-

quired to collect environmental data, awaiting a signal from the dedicated

SpatialAnchorManager indicating that a sufficient amount of scanning has been

conducted. This signal is determined by checking the IsReadyForCreate prop-

erty. Only when IsReadyForCreate becomes true can the potential cloud anchor

(still local at this point) be saved to the cloud. Upon successful storage, an anchor ID
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is generated, allowing it to be stored in the Photon Room properties. This enables the

anchor to be used and discovered by every user within the room in the session, not just

the creator of the anchor, in this case Player 1.

3.4. Scenario Descriptions

The application consists of two different cybersecurity awareness scenarios. In

Scenario 1, users engage in an escape room-style challenge where they must decipher

virtual clues to gain unauthorised access to a computer. Scenario 2 involves the gen-

eration of personal passwords, which are then evaluated against predefined password

security rules. Users must correctly match their passwords to the corresponding rules

based on whether each of the passwords meets the specified criteria. Preceding the

two main scenarios is an introductory section, here named Scenario 0, included to fa-

miliarise users with the gestures and interactions specific to the device they are using

and the application itself. This section is particularly useful for individuals who have

not previously experienced AR or are unfamiliar with the unique interactions tailored

for this application. Each scenario has an end goal, and, in case of Scenarios 0 and 1,

once the objective is accomplished, Player 1 (the Master) is presented with a button to

progress to the next scenario.

As mentioned in Section 3.3.2, all scenarios take place on a shared table object,

the contents of which will be described separately for each scenario. In each scenario,

users are presented with an instruction panel that contains the relevant information

specific to that scenario. Each player exclusively sees their individual instruction panel

located near their assigned position.

Additionally, a designated spot is assigned to each player, accompanied by a float-

ing chevron guide. If a player moves too far away from the designated spot, the chevron

guide is displayed to assist them in returning to the vicinity of their spot, as exemplified

in Figure 3.3. Once the player is back within range, the chevron guide disappears.

While Player 1 need not move extensively from the initial location, Player 2 needs

to change positions multiple times during certain stages of the scenarios, from being

next to Player 1 to being on the opposite side of the table. Nevertheless, the users

are still encouraged to move in both real and virtual space during the duration of the

scenarios by the instruction panels and the study facilitator, particularly in Scenario 1.

The positioning guides serve a dual purpose: they navigate the users to reposition due

to changes in the virtual environment, as well as provide a reference for users who may

lose track of the intended placement while exploring the virtual environment.
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Figure 3.3: Chevron guide in Scenario 0 from Player 1’s perspective

User-specific objects, such as buttons and the placement chevron, are assigned in-

dividual colours for each user. However, since these objects are not visible to the other

user, they are unaware of the specific colours assigned to the other user’s objects. On

the other hand, shared buttons are assigned a distinct colour.

3.4.1. Scenario 0: Interaction Tutorial

In the introductory interaction tutorial, users are instructed to position themselves

on the opposite sides of the table. A set of specific items representing various inter-

actions is displayed in front of each user and each interaction is accompanied by a

corresponding instruction to guide the user through its execution. To prevent visual

clutter and minimise distractions, each user can only see the items relevant to their

assigned interactions, meaning they cannot see the items with which the other person

is supposed to interact. This design choice eliminates any irrelevant items that could

potentially distract or overwhelm the user, allowing them to maintain their focus on the

task at hand. The visual representation of the scenario within the application, from the

point of view of Player 1, can be seen in Figure 3.4. Once an interaction is successfully

completed, the associated items disappear, serving as a clear signal of achievement and

enabling the user to seamlessly move on to the next interaction. Once both users have

successfully completed all the designated interactions, Player 1 is presented with a

button on the table, prompting them to proceed to the next scenario.

On the HoloLens 2, users are prompted to utilise both their hands in the physical 3D

space to interact with virtual objects. This involves actions such as pressing, pinching,
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(a) On an Android mobile phone

(b) On HoloLens 2

Figure 3.4: Representation of Scenario 0 from Player 1’s perspective

and dragging. On the contrary, users of the mobile phone interact with virtual objects

directly through the screen, using actions such as tapping, pinching, and sliding. The

interactions covered in the tutorial are listed in Table 3.1.

3.4.2. Scenario 1: Password Break-In

This scenario is designed to provide users with a hands-on experience of exploring

and investigating a simulated work environment while collaboratively solving a chal-

lenge. By engaging in the process of breaking into a work computer and deciphering
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Table 3.1: Interactions featured in Scenario 0

Interaction Description

Button pressing Users press a designated button.

Object picking and

translation (movement)

Users practice moving a virtual laptop by pinch-

ing/grabbing it with their fist (HoloLens 2) or tapping

the screen (mobile phone) and not releasing the executed

gesture while moving the hand in space.

Object scaling Users scale a stack of sticky notes by pinching with two

fingers and widening (enlarging) or tightening (shrink-

ing) the gap between them.

Textual input

via system keyboard

Users enter a predefined string on a keyboard interface

depending on their device: HoloLens 2 users use a vir-

tual 3D keyboard positioned in the spatial environment

with pressable keys, while mobile phone users have a

standard system 2D keyboard appearing from the bot-

tom of the screen.

Picking and placing flat

panel-like objects in 3D

space

Users pick up a flat panel from the table and position it

vertically on a board above the table, aligning it with the

panel outline in all three spatial axes.

HoloLens 2 users are additionally guided to position the

ray emitted from any hand precisely on the panel and

perform a pinching gesture to pick it up due to the rela-

tively small height of the panel’s collider.

the password, users can gain a deeper understanding of cybersecurity vulnerabilities,

the importance of password security, and the significance of being vigilant in an office

setting. This segment is designed in the style of an escape room, where participants

must engage in a collaborative effort to gain unauthorised access to a colleague’s work

computer. The challenge involves discovering hidden clues within the work environ-

ment and deciphering the password based on these clues. Figure 3.5 showcases the

scenario visualisation within the application, from Player 1’s perspective.

In this scenario, collaboration between the two users is essential as they work to-

gether to explore the virtual work environment, analyse clues, and jointly decipher

the password. By sharing their observations with their colleague, discussing poten-

tial connections between the clues, users can improve their chances of successfully

breaking into the computer. The collaborative nature of the activity fosters teamwork,

communication, and the utilisation of each user’s unique perspectives and insights.

To maintain a clear and coherent user experience, both users are presented with

the exact same virtual objects simultaneously. However, they are unable to observe
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Figure 3.5: Representation of Scenario 1

the movement of objects performed by the other player. This intentional design choice

aims to prevent potential confusion and disturbances that may arise from unexpected

object movements within each user’s view. Additionally, this approach addresses the

possibility of spatial misalignment between the anchor location for each user, which

determines the positioning of the rest of the objects in virtual space. If one user were

to showcase a specific item to the other user, the latter may not perceive the item in

the exact location as intended, leading to a disruption of the shared real and virtual

space illusion. To compensate for this limitation, the scenario emphasises discussion

between users to compensate for any lack of precise spatial alignment in the virtual

environment. Notably, this scenario is more susceptible to offset issues compared to

Scenario 2, where object movement synchronisation is enabled. This limitation is fur-

ther elaborated on in Subsection 3.6.1.

The scenario employs gamification elements to enhance user engagement and ex-

perience. Interactive elements require users to physically manipulate objects and ex-

plore the virtual environment, fostering immersion and participation. A time pressure

component, implemented through a countdown timer in the form of a clock on the

table, adds a sense of urgency, prompting quick thinking and decision-making. The

challenge timer had a duration of 8 minutes. Additionally, a hint system was imple-

mented to support users during the challenge. To assist users in progressing through the

challenge, hints were strategically incorporated. As the timer approached certain time

intervals, specific hints were triggered to provide guidance. These hints were presented
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in two formats: animated 3D warning signs appearing above the clues being hinted at,

and objects themselves changing colour to yellow (e.g., sticky notes, calendar entries)

in addition to the warning sign display. This combination of visual cues aimed to draw

users’ attention to relevant objects and provide additional assistance when needed. The

clues hinted in such a way are the first six ones listed in the Table 3.2. However, the last

two clues in the Table are objects which are not explicitly hinted at but rather rely on

common computer behaviours and human carelessness regarding password security.

Consecutive incorrect password attempts trigger a password hint, simulating typical

system responses, while the placement of a sticky note with the complete password

under the mousepad reflects the tendency of some individuals to leave passwords eas-

ily accessible in their immediate workspace. These elements add an additional layer

of challenge and realism to the scenario. Figure 3.6 provides a visual representation of

all the game objects mentioned as clues in the scenario.

Table 3.2: Password clues in Scenario 1

Clue Description Hint Appearance1

Dog figurine A figurine of a Shiba Inu dog 50% of time left

Dog photo2 A photo of a dog of the same breed 40% of time left

Anniversary

sticky note

A sticky note reminder to book a

restaurant for the anniversary

30% of time left

Calendar A calendar displaying all events 25% of time left

Vet appointment

calendar entry

A calendar entry for a veterinarian

appointment with the name "Indy"

20% of time left

Anniversary

calendar entry

A calendar entry for the anniversary on

June 6th

15% of time left

Login

password hint

A password reminder in the login form

on the computer

After three incorrect

password attempts

Sticky note

with password

A sticky note under the mousepad with

the password "Indy0606"

-

1 Specifies the condition or trigger for each hint’s appearance.
2
https://www.reddit.com/r/shiba/comments/hlhb4t/

ripley_had_a_little_vacation_in_puerto_backyardo/
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Figure 3.6: Clues in Scenario 1

In addition to the previously mentioned gamification elements, storytelling was

employed in the instructions to enhance user immersion and engagement. By setting

the scene and framing the challenge as uncovering a password left unattended by their

co-worker named Lou, users are drawn into a narrative context. The use of storytelling

adds a layer of intrigue and purpose to the task, making it more compelling for users

to explore Lou’s work desk for potential clues. Furthermore, the mention of time tick-

ing and occasional hints appearing contributes to the sense of urgency and adventure,

creating a gamified experience that motivates users to actively participate and test their

luck in solving the challenge.

To attempt entering the password, users can utilise a button positioned on the desk,

which opens a virtual keyboard specific to their respective device. If the correct pass-

word is entered, the work environment items vanish from the table, and a congrat-

ulatory message appears on a board above the table, acknowledging the successful

break-in. Upon entering an incorrect password, users can continue exploring the same

area and gather additional information about the password. They can make multiple

attempts to enter the password, until eventually entering the correct one. However, if

users fail to enter the correct password before the time expires, they are presented with

a text board indicating their unsuccessful attempt and providing a list of the hints they

may have overlooked to crack the password. In both cases of the end of Scenario 0,

Player 1 is also presented with a button to proceed to the next scenario, which can be

pressed when both users mutually agree to continue.
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3.4.3. Scenario 2: Password Creation and Analysis

Scenario 2 of the application comprises two distinct parts. In the first part, users

are tasked with generating their own passwords. The second part involves the analy-

sis of the passwords entered by both users. The passwords are individually assessed

against 12 password security rules. The objective is to associate each rule with the cor-

responding outcome for the respective passwords, determining whether each password

conforms to the rule or not.

Collaboration plays a vital role in the second part of Scenario 2 as it enables users

to combine their knowledge and perspectives to effectively evaluate the compliance of

passwords with the given rules. By working together, users can share insights, dis-

cuss different interpretations, and ensure a comprehensive evaluation of passwords,

ultimately fostering a deeper understanding of password creation and security. Also

in the second part of Scenario 2, virtual object synchronisation is enabled to provide

real-time visibility of the actions performed by the other player. This allows users

to track the movement of the rules being selected, placed on the board, and determine

which rules have yet to be matched and which have already been successfully matched.

In the creation part of the scenario, as visualised in Figure 3.7, the users are

prompted to stand on the opposite sides of the table. Each user is assigned a dedicated

button to generate their password, granting access to a virtual system keyboard for in-

put. The entered password is simultaneously displayed in real-time on the notebook in

front of each respective player. Figures 3.8a and 3.8b demonstrate an example of this

behaviour when utilising an Android mobile phone and HoloLens 2, respectively, as

the AR device. Importantly, users cannot view the password entered by the other user.

Users have the freedom to revise and re-enter their passwords multiple times. Once

both users have entered their passwords at least once, a new button appears only for

Player 1 and they can proceed to the second part by pressing the button, provided that

both users are content with their chosen passwords.

During the analysis part of the scenario, the users are required to stand together

to effectively complete the task. A set of 12 password security rules is presented on

the table as panels, as seen in Figure 3.9. Positioned above the table is a board that

displays both entered passwords, with a separate board below it featuring slots for the

rule panels. Each slot is colour-coded, with each half representing a password (left

side for the Player 1’s password, on the left, right side for the Player 2’s password, on

the right). The colour-coding indicates whether the corresponding password complies
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Figure 3.7: Representation of password creation in Scenario 2

(a) On an Android mobile

phone

(b) On HoloLens 2

Figure 3.8: Entering a password in Scenario 2

with the rule: green for compliance and red for non-compliance. In addition, indicators

in the form of a tick or a cross mark are displayed alongside each rule slot, providing

additional visual feedback for rule adherence. The relationships between the rules

and passwords are represented in four colourways (see Figure 3.10a): green-green for

compliance of both passwords, green-red for compliance of Player 1’s password but

not Player 2’s, red-green for compliance of Player 2’s password but not Player 1’s,

and red-red for non-compliance of both passwords. If multiple rules have the same

relationship with the passwords, any of those rules can be placed in any available slot

corresponding to that relationship type. Users can interact by dragging the rules from

the table and placing them on a board, aligning them with the slots that signify their re-
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Figure 3.9: Password security rules in Scenario 2

lationships with the passwords, as depicted in Figure 3.10b. The rule attachment is an

interaction mechanic introduced in Subsection 3.4.1 and further technically detailed in

Subsection 3.5.3. Upon successful completion of matching all rules to their respective

slots, the password analysis board is replaced by a congratulatory board, acknowl-

edging the users’ accomplishment in completing the task and the entire cybersecurity

training in general.

The set of 12 password rules used to validate user-entered passwords, given in Ta-

ble 3.3, are derived from the password heuristics utilised by Jayakrishnan et al. [45],

where the majority of the rules have been adapted to suit the application’s context.

Due to the spatial constraints and potential overcrowding of the scene, the number of

rules was restricted to 12 in the second part of the scenario. This decision was made to

ensure that all rules could be effectively displayed on the table without overwhelming

the visual clarity and organisation of the scene. Moreover, the choice not to include

dictionary-based or predictable word pattern in the rule base is due to the impractical-

ity of incorporating numerous available sources (e.g., dictionaries, databases of leaked

passwords, keyboard pattern combinations, databases of common passwords with ho-

mograph substitutions) for run time optimisation and the challenge of selecting the

most appropriate ones among a vast array of options. The implemented password rules

focus primarily on identifying common patterns in password creation, such as inade-

quate length, absence of specific character categories, predictable arrangement of these

categories, and the presence of repeated characters or substrings within the password.
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(a) Initial state of the rule board (b) Rule board with most of the rules matched

Figure 3.10: Representation of password analysis in Scenario 2

3.5. Notable Mechanics

This chapter focuses on highlighting specific mechanics that were intentionally im-

plemented to ensure the smooth functioning of the application. While the application

incorporates various features to provide a comprehensive UX, these notable technical

aspects were specifically designed to address key challenges and objectives within the

application. The mechanics discussed include the preservation of original game object

transformation states, the analysis of passwords-rule relationships, and the manipula-

tion of rule panel objects through picking and placing. Each mechanic serves a specific

purpose, such as maintaining spatial object consistency, validating password adherence

to security rules, and facilitating the matching process between rules and designated

slots. The implementation details and benefits of each mechanic are elaborated upon

to provide a comprehensive understanding of their significance in the application.
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3.5.1. Preserving Game Object Transformation States

Ensuring the preservation of the original transformation states of virtual objects

after completing a transform interaction, including translation, rotation and scaling, is

an important interaction mechanic, particularly in a multi-user environment. Once the

gesture for transform manipulation is released, the virtual object smoothly transitions

back to its original values of translation, rotation, and scale through interpolation. This

mechanic becomes especially significant when considering the involvement of diverse

devices like HoloLens 2 and Android phones with 2D screens. By addressing these

conditions, the preservation of original transformation states enhances the overall user

experience.

Firstly, the absence of true depth perception while using a 2D screen on a mo-

bile phone poses challenges for users in accurately perceiving object placement and

movement in 3D virtual space. By ensuring that virtual objects return to their original

transformation state in the environment, the mechanic minimises the risk of inadver-

tently misplacing objects. This allows users to precisely locate objects after having

finished interacting with them.

Secondly, in a collaborative environment where multiple users are simultaneously

engaging with the application, maintaining the original transformation of objects pro-

motes consistency and coordination. Users can easily comprehend and discuss the

virtual objects based on their preserved original transformation state, as it remains

consistent with the rest of the environment. This consistency reduces confusion and

enhances the overall collaborative experience.

This preservation mechanic is applied across all three scenarios, with its impact

being particularly noticeable in Scenario 1. This is attributed to the extensive number

of interactions each user can have with numerous objects provided in the scenario. Ad-

ditionally, in Scenario 2, the mechanic proves helpful when placing rules on the board.

As previously discussed, users may encounter challenges initially when determining

the correct depth for placing objects from the table onto the board. Furthermore, there

is a possibility of unintentionally releasing the objects if the hand holding the rule dis-

appears from the FoV of the AR device. This way, users can locate the object in the

same position where they initially encountered it.

The implementation of this mechanic can be found in the script

MaintainOriginalTransform.cs, which can be added as a component to any

game object in the Unity project. By attaching this script, the object and its child
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objects will retain their original transform even after being manipulated with. This

functionality is achieved by utilising the OnManipulationEnded event triggered

by the MRTK ObjectManipulator component, attached to the same game object,

allowing for AR-based hand interactions with the object. Upon receiving the signal

that the manipulation has ended, the script checks the current translation, rotation, and

scale values against the original values and, using the MRTK Interpolator class,

it smoothly interpolates towards the original values in each frame until the desired

transform is reached.

3.5.2. Analysing Passwords-Rule Relationships

When a user enters a password in the password creation part of Scenario 2, as

described in Subsection 3.4.3, the local password validation process is initiated. The

objective of this process is to verify whether the entered password adheres to a prede-

fined set of password security rules. This validation is performed by a script called

PasswordValidator.cs, which listens for the PlayerPasswordEntered

event triggered by the system keyboard input component when the user finishes en-

tering a password.

The entered password is then compared against regular expressions representing

the specific password rules listed in Table 3.3. Each rule has its own regular expres-

sion, and the password is checked against each of them to determine compliance. The

results of each of these validations are stored locally for each entered password, while

ensuring that duplicate entries do not trigger redundant validation.

To optimise network transfer, the passwords are validated locally, meaning that

only the password itself and validation results need to be transmitted. This minimises

the amount of data sent across the network, as only a string representing the password

and a small number of boolean values indicating the validation outcomes are trans-

ferred. By storing the last entered and validated password for each user, the system

keeps track of the most recent password input, enabling the distribution of only that

password and its corresponding validation results across the network when required to

proceed to the analysis phase of Scenario 2.

In the analysis phase, the rule panels on the table are shuffled, while ensuring that

both users see the same rule in the same position. Simultaneously, the rule board is

adjusted to match the entered passwords and their validation results. This dynamic

adaptation ensures that the rule board accurately reflects the password analysis process
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Table 3.3: Password rules, with respective regular expressions, used in Scenario 2

Password Security Rule Regular Expression

Must contain at least 8 characters. ^.{8,}$

Must contain at least one lowercase letter. ^(?=.*[a-z]).+$

Must contain at least one uppercase letter. ^(?=.*[A-Z]).+$

Must contain at least one number. ^(?=.*\d).+$

Must contain at least one symbol. ^(?=.*\W).+$

Should not contain more than two

consecutive occurrences of any character.

^(?!.*(.)(\1\1)).*$

Should not contain more than two

repeating character substrings.

^(?!.*(.{2,}).*\1.*\1)[\s\S]*$

No character should make up more than

a third of total string length.

^(?!.*(.)(\1{2,})).*
(?!.*(.)(\2{2,})).*$

No lowercase letters just at the beginning

and/or end of the password.

^(?!^[a-z]$)(?!^[a-z][^a-z]*$)

(?!^[a-z][^a-z]*[a-z]$)

(?![^a-z]*[a-z]$).*$

No uppercase letters just at the beginning

and/or end of the password.

^(?!^[A-Z]$)(?!^[A-Z][^A-Z]*$)

(?!^[A-Z][^A-Z]*[A-Z]$)

(?![^A-Z]*[A-Z]$).*$

No numbers just at the beginning

and/or end of the password.

^(?!^[\d]$)(?!^[\d][^\d]*$)

(?!^[\d][^\d]*[\d]$)

(?![^\d]*[\d]$).*$

No symbols just at the beginning

and/or end of the password.

^(?!^[\W]$)(?!^[\W][^\W]*$)

(?!^[\W][^\W]*[\W]$)

(?![^\W]*[\W]$).*$

and serves as a visual framework for users to evaluate the compliance of the passwords

with the established rules.

The dynamic adaptation is manifested through several visual cues on the rule board.

This includes changing the colouring of the rule slots, adding mark indicators for each

password next to each slot, and assigning each slot its corresponding passwords-rule

relationship. These adjustments are crucial for the user’s matching process, as they

provide clear visual guidance for correctly placing the rule panels onto their designated

slots.
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3.5.3. Picking and Placing Rule Panels

The script CheckRulePlacement.cs is utilised as a component attached to

each rule panel within the password analysis part of Scenario 2. Its primary purpose

is to determine whether a given panel is within the proximity of a suitable slot on the

rule board, corresponding to the relationship it represents between the rule in question

and the two passwords under analysis.

During each frame update, the script checks whether the rule panel is currently

being moved. When movement of a rule panel is detected, the panel is rotated to face

the user and the script utilises an RPC mechanism to synchronise the transformation of

the panel across all networked clients. This ensures that both the user who is currently

moving the panel and the user who is not observing the same positional changes in

real time. Subsequently, the script calculates the closest available slot placement based

on the centre positions of the rule panel and each available slot on the rule board. If

the closest slot is found to have the same passwords-rule relationship as the rule panel

itself, the panel snaps into place, occupying that particular slot. This action is also

propagated to the other user through an RPC. From that point on, both the rule and the

slot become unavailable for further matching.

3.6. Limitations

In the pursuit of creating a robust and efficient application, it is important to ac-

knowledge the observed issues and limitations that arise during its development and

testing. Discussing and understanding these limitations is essential for guiding further

development efforts, allowing for the refinement and improvement of the application

in order to provide a more effective and efficient UX. Within the context of this ap-

plication, there are two notable limitations that have the potential to negatively impact

the UX. The first limitation involves difficulties that arise after obstructing anchored

virtual elements, which can lead to a disjointed perception of the shared environment

between users. The second limitation relates to the desynchronisation of rule matching

in a shared virtual environment, possibly caused by the large number of RPCs being

executed concurrently. Addressing the these issues remains an area for future work.

Further investigation and efforts are needed to understand the specific factors causing

these specific problems and find potential solutions for their mitigation or resolution.
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3.6.1. Anchoring Issues

During the application testing phase, when one user of the pair used the HoloLens

2 and the other utilised an Android mobile phone, certain users experienced difficulties

with the positioning of anchored items while using the Android device. These prob-

lems arose when the phone’s camera was unintentionally covered, such as by the user’s

fingers or when the other walked in front of the camera, causing the mobile phone to

lose sight of the real-world environment. Consequently, the anchoring of virtual items

would freeze when obstructed, and even after removing the obstruction, the virtual ob-

jects would not reposition themselves correctly relative to the new camera perspective

and the original anchor position. Instead, the anchor, and consequently the entire vir-

tual environment, for that specific device would be placed in a new location in the real

world based on the last-known anchor position which stayed frozen on the 2D screen

of the phone during the camera obstruction period.

This resulted in a disjointed perception of the shared world between the two users.

Even a slight offset between their virtual worlds could disrupt their understanding of a

unified environment where both users should see the same objects in the same locations

relative to the real environment. This became particularly problematic in Scenario 1,

where multiple items were placed close together on a table. References to the loca-

tion of specific items relative to the real environment would not accurately correspond

between the users since their instances of the virtual world did not overlap but instead

had an offset from each other. This offset, even if relatively small, caused irritation and

discomfort for the users, as it undermined the sense of a shared environment that was

intended to be achieved. In addition, users sporadically encountered situations where

the entire virtual environment would unexpectedly drift away from them and fail to re-

turn, requiring them to restart the application. It is believed that this occurrence might

have been triggered by the same obstacles, causing the ASA service to lose its tracking

of the placed anchor and behaving in such an unpredictable manner. To address these

issues, users were advised to avoid covering the camera and to refrain from obstructing

each other’s view.

Interestingly, HoloLens 2 users did not report experiencing such problems, al-

though users with Android mobile phones did occasionally obstruct the HMD’s capture

of the real environment by walking in front of its cameras. One possible explanation

for this discrepancy is that the HoloLens 2 offers more advanced tracking capabilities,

and its dedicated hardware contributes to a more stable and reliable AR experience.

Another factor could be the proximity of the obstructor to the mobile phone’s camera,
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which is much closer compared to the obstructor’s proximity to the cameras of the

HoloLens 2. This is because the HoloLens 2 is worn on the user’s forehead, while the

mobile phone is typically held at neck level, increasing the likelihood of obstructions

interfering with the phone’s cameras more than the HMD’s cameras.

3.6.2. Broken Synchronisation of Matched Rules

In Scenario 2, when using the HoloLens 2 and an Android mobile phone together,

the instances of the shared virtual environment for the two users may become desyn-

chronised. To exemplify, the users are pursuing the actions instructed in the analysis

part of Scenario 2 and while one user is matching rule panels on the table to slots on

the rule board, the other user can observe the movement and matching of the panels,

creating a sense of a shared environment. However, due to desynchronisation issues,

when one user completes the matching aspect and their virtual environment switches

to a congratulatory board, the other user may still have a few rules left to match, and

still see the table with the leftover rules and the rule board with a few spots left blank.

This desynchronisation is suspected to be caused by interference due to a large

number of RPCs that are executed during the process. RPCs containing information

about the movement and transformation of the rule panels are sent every frame when

the movement is active. Additionally, an RPC is issued when a rule panel has been

matched and should no longer be available for matching. However, this single RPC

may not always arrive on time for the receiving user. As a result, the user who success-

fully performs the matching executes all the appropriate actions, while the other user

may not receive the crucial RPC indicating that a panel has been matched. Instead, the

observing user may receive an RPC indicating that the panel has been released by the

other user. While this information is technically correct, the user lacks the RPC regard-

ing the matching of the rule panel to the board. As a consequence, the panel returns to

its original position on the table, remaining unmatched for the observing user.

The PUN2 communication protocol chosen within the Unity project is the User

Datagram Protocol (UDP). However, the large volume of different messages being

sent simultaneously over UDP may contribute to some messages being ignored or lost,

including the RPC message about matching the rule to the board. This issue could pos-

sibly be mitigated by switching from UDP to Transmission Control Protocol (TCP).

However, Photon’s official documentation recommends adhering to the default UDP

[69] option, since Photon utilises something that is called reliable UDP. This protocol
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establishes a connection between the server and the clients, assigning sequence num-

bers to messages that require acknowledgement at the receiving end [67]. Messages are

sent repeatedly until acknowledged or the connection times out. Therefore, Photon’s

reliable UDP protocol aims to ensure message reliability, but some other factor might

be contributing to the described problem. Factors such as network latency, conges-

tion, implementation issues, inconsistent network conditions, and application-specific

complexities can all impact the reliable delivery of messages. Thorough analysis and

troubleshooting are necessary to identify and address the underlying cause of desyn-

chronisation.

If ruling out the protocol issue, there are several other potential causes for the

desynchronisation observed in the scenario. Another possible cause could be related

to network latency and inconsistent network conditions. Variations in network speed

and stability can result in delays or interruptions in message transmission, leading to

discrepancies between users’ virtual environments. Additionally, congestion in the net-

work could affect the timely delivery of RPCs, causing desynchronisation between the

actions performed by one user and the observations of the other. Implementation issues

within the application, such as inefficient handling of RPCs or synchronisation logic,

could also contribute to the problem. Furthermore, application-specific complexities,

such as unoptimised management of multiple simultaneous interactions, could intro-

duce observed synchronisation challenges.

It is important to note that during testing both the HoloLens 2 and the Android

mobile phone were connected to the same shared Wi-Fi hotspot. This hotspot was cre-

ated using another Android mobile phone with an active mobile Internet connection.

This setup introduces additional factors that can contribute to the desynchronisation

issue. The stability and performance of the mobile internet connection, including fac-

tors such as signal strength and bandwidth limitations, may impact the reliability and

timeliness of message delivery between devices. Therefore, the characteristics of the

Wi-Fi hotspot and the mobile internet connection should also be considered when in-

vestigating and troubleshooting the desynchronisation problem.
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4. User Study

In the scope of this thesis, a user study was conducted to investigate the practi-

cality of developing an immersive and collaborative cybersecurity training solution

that could be seamlessly deployed on a range of AR-capable devices, encompassing

both the lower end, such as a mobile phone, and the higher end, exemplified by the

HoloLens 2. The proposed concept is exemplified through the application SecuAR To-

gether, described extensively prior in the thesis. By targeting devices across different

availability and affordability ranges, the study aims to evaluate the viability and effec-

tiveness of a unified application on various AR platforms. To address these goals, the

study addresses the following research questions (RQs):

RQ1: How do users perceive the overall application, considering factors such as

enjoyment and the provided educational value?,

RQ2: Are there any discernible differences in the quality of experience (QoE) and

UX between HMD and mobile phone users?,

RQ3: How do users assess the virtual environment and interaction experience within

the application?,

RQ4: What is the impact of collaboration on QoE and UX?,

RQ5: What are users’ attitudes towards incorporating XR technologies into everyday

life and various types of training?, and

RQ6: Does the usage of SecuAR Together lead to a change in users’ knowledge of

password security compared to their prior knowledge, and if so, how?

4.1. Methodology

4.1.1. Experiment Design

Each study trial included a pair of participants, one of whom used an MR HMD,

while the other used an Android mobile phone during the trial. The study adopted a
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mixed study approach, incorporating aspects from both a between- and within-subjects

design [89]. The within-subjects aspect of the study focused on the content and tasks

within the application itself. Regardless of the device used, all participants went

through the same application and experienced the identical set of tasks. This design

choice allowed comparisons of elements within the application that were independent

of the specific device. The between-subjects aspect involved assigning each partici-

pant in the examined pair per session a different AR device, effectively dividing the

participants into two groups: one group using the HoloLens 2 and the other group

using a mobile phone. Each group exclusively used their assigned device throughout

the study. This between-subjects design allowed for a comparison of the participants’

experiences between the two device types. By incorporating both the between-subjects

and within-subjects aspects, the study aimed to investigate the effects of device type

on the participants’ experiences while executing the same tasks within the application.

4.1.2. Hardware and Software Set-Up

The study was conducted in a designated laboratory room, where each participant

was equipped with an individual desktop computer and one of two AR-capable devices:

HoloLens 2 and Huawei Mate 20 X. An illustration of the set-up using both devices can

be see in Figure 4.1. In order for the tested application, which was extensively detailed

in the previous chapter (Chapter 3), to function as intended, an Internet connection

was required. Both devices were connected to the Internet via a shared Wi-Fi hotspot,

facilitated by another Android mobile phone with an active mobile Internet connection.

Participants accessed the questionnaires through an online form hosted on the Google

Forms1 platform.

Figure 4.1: Illustration of the dual AR device set-up

1https://www.google.com/forms/
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HoloLens 2 is an MR HMD, released by Microsoft in 2019. It operates inde-

pendently without the need for external computing power or constant connection to a

power source. With its optical see-through display, HoloLens 2 allows users to per-

ceive their surroundings in real time through a semi-transparent screen [59]. This

unique feature enables users to seamlessly integrate virtual objects into their environ-

ment. Additionally, the HoloLens 2 incorporates advanced capabilities such as spatial

mapping, which allows the device to understand and interact with the physical space,

and intuitive hand gesture recognition, eliminating the need for controllers when inter-

acting with virtual objects.

Huawei Mate 20 X is a smartphone released by Huawei in 2018. It runs on the

Android operating system and features a powerful processor and a high-resolution dis-

play. It utilises the ARCore platform, as well as its Depth API2, enabling advanced AR

features such as markerless tracking. Similar to other mobile AR systems, the interac-

tion with virtual objects is primarily achieved through touch gestures on the device’s

screen. Users can tap, swipe, or pinch to manipulate and control virtual objects within

the AR environment.

4.1.3. Procedure

The participants were assigned in pairs to arrive at the study location simultane-

ously, following hourly time slots, as each trial required an approximate duration of

one hour. Upon their arrival, participants were introduced to the details of the research

study and provided with a consent form to sign. Following the completion of the con-

sent process, participants were directed to their computers, where they were asked to

fill out the initial three sub-questionnaires, as described in Subsection 4.1.5. Partici-

pants subsequently received instructions on how to use the assigned AR hardware and

the application they were about to use. A visual representation of the study procedure

is depicted in Figure 4.2. Once finished with using the application, the participants

were prompted to fill out the rest of the sub-questionnaires on their respective comput-

ers. The participants were informed that the study facilitator would be readily available

to address any questions, concerns, or technical issues that may arise during the entire

duration of the study.

2https://developers.google.com/ar/develop/depth
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Figure 4.2: Procedure outline of the study

4.1.4. Participants

The research study included the voluntary participation of 18 subjects, with 11

identifying as female and 7 as male. The age range of the participants spanned from

22 to 24, with a mean age of 22.89 (median 23). Out of the 18 participants, 14 of them

have an academic background or job in computer science, computer engineering, in-

formation technology, or a related field. Participants self-reported their familiarity with

AR, that is, the frequency of using AR throughout their lifetime, as shown in Table 4.1.

In case of prior experience (11 participants), they were also prompted to specify the

context in which they had encountered the technology (see Table 4.2) and which AR

devices they have used (see Table 4.3). One participant had already participated in an

immersive XR training experience, albeit not related to cybersecurity, while another

participant had participated in a real-life simulation cybersecurity training, but without

the immersive aspect.

Table 4.1: Prior AR usage frequency among study participants

AR Usage Frequency User Count

Never 7

Once 4

A few times 3

A few times a year 2

Monthly 1

Once or more times a week 1

Participants were also prompted to self-report on their cybersecurity behaviour and

habits, prior to engaging in the AR training. The results revealed a varied level of

self-perceived cybersecurity knowledge, with a third of the participants either dis-

agreeing or remaining neutral about their expertise in this domain. When it comes

to password management practices, a significant majority of the participants (55.6%)

reported changing their passwords only when prompted, indicating a reactive approach
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Table 4.2: Contexts in which study participants have previously encountered AR

AR Context User Count

Work 1

School 4

Communication 2

Games 5

Other forms of entertainment 4

Table 4.3: AR devices which study participants have previously used

AR Device User Count

Mobile phone 9

HMD 7

Heads-up display (HUD) 2

rather than a proactive one. Moreover, 38.9% of participants acknowledged changing

passwords sometimes without being prompted, suggesting a slight inclination towards

proactive behaviour. Half of the participants revealed that they have had at least one

of their passwords compromised in the past. In particular, the questionnaire revealed

a concerning trend of password reuse among all participants, as every participant ad-

mitted to reusing passwords for multiple accounts sometimes in their lifetime. While a

substantial proportion of participants expressed relative confidence in creating strong

passwords, a notable number remained neutral, suggesting room for improvement in

password creation skills. Interestingly, despite the reliance on memorisation as the

primary method of recalling passwords (72.2%), a half of the participants report us-

ing password management tools. However, one participant revealed they still resort to

writing passwords down on paper, which poses a security risk.

4.1.5. Questionnaire

To facilitate this study, a comprehensive self-report questionnaire was developed,

consisting of 78 questions. The entire questionnaire is given in the Appendix A. The

questionnaire encompassed various question types:

• binary (Yes/No),

• multiple-choice (both single and multiple select, some with an open-ended

"write-your-own-answer" option),

• 5-point Likert scales, and

• open-ended questions (optional, for further elaboration on previous responses).
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The questionnaire consisted of several sub-questionnaires:

1. a demographic questionnaire,

2. a cybersecurity awareness/previous training experience questionnaire,

3. a pre-training password questionnaire,

4. an AR system comparison questionnaire,

5. a collaboration questionnaire,

6. a questionnaire regarding the application itself

7. a general AR usage questionnaire, and

8. a post-training password questionnaire.

Each participant completed the first three sub-questionnaires prior to using the appli-

cation, whereas the rest was completed afterwards.

The questionnaire consists of a mixture of questions sourced from related research

and newly developed question items. A careful selection of questions was made from

existing questionnaires designed for specific areas of related research [18, 25, 55, 60,

75]. These questions were then adapted to suit the context and objectives of this study.

This allowed the utilisation of already explored assessments that were relevant to the

study’s focus.

However, given the unique combination of elements in the study, including the

integration of AR technology, cybersecurity training with an emphasis on password

security, collaborative interactions, and the utilisation of multiple AR devices, there

was a lack of pre-existing questionnaires specifically designed for this particular re-

search context. To address this gap, self-developed question items were incorporated

to capture the unique aspects of interest that were not adequately covered by existing

sources. This approach of combining already established and new questions ensured a

comprehensive assessment of the targeted research areas and provided insights specific

to the study’s objectives.

Both the pre-training and post-training questionnaires encompassed a set of 10

identical questions, requiring participants to evaluate pairs of passwords and deter-

mine their relative level of security or if they are equally secure, adopting a question

pattern similar to the one presented by Ur [88]. This deliberate design of having both
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a pre- and post-training sub-questionnaire allowed for the measurement of changes in

participants’ responses as an indicator of the training’s effectiveness. One instance of

the questions provided is (the corrected answer was not highlighted):

Compare the provided security level between these two passwords:

P1: 12345678! P2: AbCdEfGhIjKlMnOp!

A. P1 is more secure.

B. Both passwords are equally secure.

C. P2 is more secure.

The list of passwords for each question, along with an indication of which of the

two passwords is considered more secure, is given in Table 4.4. It is important to

note that the determination of password safety is solely based on the rules outlined

in Table 3.3. Other factors, such as the avoidance of dictionary words, which are

generally regarded as poor practice, are not taken into consideration in this context.

Therefore, it should be acknowledged that the relative safety of the passwords may

differ if additional criteria, such as the exclusion of dictionary words, were considered.

4.2. Results and Discussion

In this study, the collected data was subjected to statistical analysis using the R

programming language, inside the R Studio IDE3. All aspects were evaluated using a

statistical significance level of 0.05 to ensure a comprehensive analysis. To assess the

normality assumption, the Shapiro-Wilk test was performed on the responses of each

applicable question. It is important to note that due to the relatively small sample size,

it was expected that the data would violate the normality assumption. As expected,

most of the questions tested breached the normality assumption. As a result, non-

parametric tests were used for subsequent analyses to account for these violations of

normality.

However, to proceed with further analysis, the assumption of equal variances was

examined using the Levene’s test. It was chosen since it does not assume that the

underlying data come from a normal distribution. Interestingly, the results indicated

that the assumption of equal variances was met for an overwhelming amount of ques-

tions, when observing the HoloLens 2 group and the mobile phone group separately.

3https://posit.co/products/open-source/rstudio/
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Table 4.4: Correct passwords in the password security pre- and post-questionnaires

Password 1 (P1) Password 2 (P2)

PurpleSunset789!

Choice explanation:

P1 has a longer length and a better combination of uppercase and lowercase letters.

Sunshine123!

Password123!

Choice explanation:

P1 has a longer length, includes a mixture of uppercase and lowercase letters,

numbers, and a special character, as well as does not follow a predictable pattern.

987654321!

MySecretWord2023!

Choice explanation:

P1 has a longer length, includes a mixture of uppercase and lowercase letters,

numbers, and a special character, as well as does not follow a predictable pattern.

ABCDEFGH!

TrickyP@ssw0rd!

Choice explanation:

P1 has a longer length and includes multiple special characters.

P@ssw0rd123!

PurpleGiraffe876!

Choice explanation:

P1 has a longer length and a better combination of uppercase and lowercase letters.

Password987!

12345678!

Choice explanation:

P2 has a longer length, includes a mixture of uppercase and lowercase letters,

and follows a less predictable pattern.

AbCdEfGhIjKlMnOp!

MyDogSpot#1

Choice explanation:

P1 is shorter, but includes a variety of character types.

CorrectHorseBatteryStaple

Qwerty123!

Choice explanation:

P1 is shorter, but includes a mixture of uppercase and lowercase letters and numbers.

ZXCVBNM456!

MyFavoriteColorIsBlue!

Choice explanation:

P2 is shorter, but it includes a mixture of character types.

5tarW@rsFan!

Tr0ub4dor&3!

Choice explanation:

P2 has a longer length and includes a larger mixture of character types.

$ecur3P@$$w0rd!

This finding provides assurance that the groups exhibit similar variability, despite the

deviation from normality.

Subsequently, all questions posed to participants after using the application were

subjected to the Mann-Whitney U test to examine the significance of differences in

responses between the HoloLens 2 and mobile phone groups. This non-parametric
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test was chosen because of the observed violation of the normality assumption, while

the assumption of homoscedasticity was satisfied. The Mann-Whitney U test allows

for the comparison of medians between two independent groups without relying on

the assumption of normal distribution. This analysis was performed only for data of

ordinal nature, such as responses based on the Likert scale, to gain insight into poten-

tial variations in response patterns between the two groups. The test was performed

with continuity correction due to tied values present in the responses. The only two

questions that exhibited significance difference on the AR device variable were:

• To what extent did the virtual objects give the impression of being displayed

on a screen (2D) or create the perception of being situated in physical space

(3D)? and

• To what extent did the gesture interactions for button pressing feel intuitive/natural?

The following subsections showcase box plots that provide a graphical representa-

tion of the participants’ responses. These box plots are presented for the entire partici-

pant group (N=18) as well as for each subgroup based on the AR device used, namely

HoloLens 2 (N=9) and mobile phone (N=9). The purpose of this subdivision is to

identify differences or similarities in the participants’ experiences based on the spe-

cific AR device utilised during the training, yielding a more nuanced understanding of

the impact of device choice on their overall experience.

4.2.1. Application Experience

All participants expressed their enjoyment in using the application, indicating a

positive user experience (see Figure 4.3a). Furthermore, all but one participant re-

ported a positive level of satisfaction in the acquisition of cybersecurity knowledge

through the application (see Figure 4.3b). Regarding the overall comments about the

application, several strengths were highlighted, including the educational and enter-

taining nature of Scenario 1, which effectively showcased the ease of piecing together

a password based on contextual clues. One user mentioned that the collaborative as-

pect of the application could have been further emphasised to make communication

between users essential rather than voluntary. Some participants experienced anchor

and synchronisation issues, which have already been elaborated on in more detail in

Subsection 4.2.6, indicating potential areas for improvement in terms of technical per-

formance.

Regarding the presence of gamification elements (see Figure 4.3c), the results in-

dicate that the majority of participants (88.9%) perceived these elements as enhancing
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their learning experience during the training. Analysis of the participant’s responses

to the information provided on specific scenarios and their contexts (see Figure 4.3d)

revealed that two-thirds of the participants were completely or relatively satisfied with

the amount of information and context provided during application use. When talk-

ing about specific game elements that provided instructions and further context, par-

ticipants found the instruction panels, which contained information on how to navi-

gate and interact with the application, with 94.4% acknowledging that they served as

good guidance. The chevron placement guides were perceived as valuable guidance

by 55.6% of participants, while a third of the participants noticed them but did not pay

significant attention. In Scenario 1, 55.6% of the participants found the object hints to

be helpful, while 38.9% did not notice them at all. It should be noted that this latter

group included participants who successfully entered the correct password before the

halfway mark when the hints were meant to appear.

As all participants successfully entered the correct password in Scenario 1, it was

expected that they would agree that sufficient time was provided for the task, and

the majority indeed agreed (see Figure 4.3e). Furthermore, the use of storytelling (see

Figure 4.3f) in Scenario 1 was well-received, with 50% of participants mainly agreeing

and 44.4% completely agreeing that it enhanced their engagement in the task.

In Scenario 2, the majority of participants (61.1%) intentionally created a differ-

ent password than they normally would. Factors that influenced this decision included

the presence of another person (83.3%), the prompts from Scenario 1 (33.3%), and

increased awareness of password generation issues (50%). This demonstrates that the

collaborative nature of the application and the impact of the training on participants’

awareness influenced their password creation choices. Furthermore, 55.6% of the par-

ticipants created a completely new password using their usual approach, while 38.9%

used a different approach, suggesting that the training encouraged most of the partici-

pants to create new passwords and some to reconsider their usual password choices.

4.2.2. Collaborative Experience

When asked about their enjoyment of the collaboration aspect of the application,

the majority of the participants (83.3%) agreed that they enjoyed collaborating with

their partner (see Figure 4.4a), indicating that the collaborative elements of the ap-

plication were well-received and contributed to a positive user experience. The ease

of collaboration in Scenario 1 was perceived positively by an overwhelming majority

of participants (88.9%) (see Figures 4.4c), whereas Scenario 2 received a lower per-
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(a) I enjoyed using this application.
(b) I enjoyed acquiring cybersecurity knowledge

through the use of this application.

(c) To what extent do you feel that the presence of

gamification elements enhanced your learning

during the training?

(d) I would have preferred the application to

provide more detailed information about the

specific scenarios and their respective contexts.

(e) There was enough time given in Scenario 1.

(f) To what extent did the utilisation of storytelling

in Scenario 1 enhance your engagement with the

assigned task?

Figure 4.3: Box plots for questions on the general application experience

centage than Scenario 1, while still being the majority (66.67%) (see Figures 4.4d).

The lower percentage for Scenario 2 compared to Scenario 1 is potentially rooted in

the synchronisation issues participants experienced specifically in that scenario (see

Subsection 4.2.6.

In terms of the sense of shared environment, participants expressed mixed opin-

ions (see Figure 4.4e). These findings suggest that the application may have been

more successful in fostering a shared experience for certain participants than for oth-

ers. Examination of the responses among different groups of AR devices did not reveal

any discernible differences in the data, indicating that the disparity in experience can-
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not be attributed to a specific AR device used, based on the data obtained in this study.

Further research incorporating a larger sample size and questions related to this issue is

required in order to explore the underlying factors that are related to a sense of shared

environment in this context.

The impact of collaboration on learning effectiveness was also evaluated (see Fig-

ure 4.4f), and half of the participants strongly agreed that having a partner during

cybersecurity training helped them learn more effectively, compared to doing it alone.

However, a third of participants remained neutral regarding the statement. Although

this might suggest that collaborative immersive training has the potential to enhance

the learning experience and facilitate knowledge acquisition, it should be noted that

participants were not exposed to such training individually, without collaboration capa-

bilities. Thus, their prediction of improved learning effectiveness when collaborating

serves as an indication rather than a definitive confirmation.

Moreover, participants demonstrated a belief in the overall effectiveness of col-

laboration in immersive training (see Figure 4.4g). In particular, when examining the

groups individually, mobile phone users displayed a high degree of agreement, with

almost unanimous agreement with the statement. In contrast, HoloLens 2 users ex-

hibited a wider range of opinions, spanning from strong agreement to strong disagree-

ment. This discrepancy suggests that the perceived impact of collaboration in immer-

sive training may vary depending on the type of AR device used, but any conclusion is

again limited due to the small number of samples per device.

Participants were also asked about the necessity of using the same type of device

in collaborative AR experiences, and their responses varied (see Figure 4.4h). While

almost two-thirds (61.11%) agreed that users should be using the same type of device,

the remaining participants expressed disagreement or neutrality. When asked to elab-

orate on their choices further, participants expressed a range of opinions. On the one

hand, some participants strongly agreed that users should be using the same type of

device, emphasising the importance of consistency for a more immersive and cohesive

experience. They believed that having the same equipment would enhance the sense

of shared environment and facilitate collaboration. On the other hand, participants

who disagreed or expressed neutrality mentioned different factors to consider. They

noted that using different devices could add variety, fun, or practicality to the collab-

orative experience. Some participants recognised that collaboration could still occur

effectively despite the use of different devices. They highlighted the importance of im-

plementing effective synchronisation of the virtual environment and providing sensory

feedback about the presence of other participants, rather than solely relying on device
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(a) I enjoyed the collaboration aspect of this

application.

(b) To what extent did the setup of the application

help you perceive the actions taken by your partner

within the application?

(c) It was easy to collaborate on the assigned task.

(Scenario 1)

(d) It was easy to collaborate on the assigned task.

(Scenario 2)

(e) I felt a strong sense of shared environment with

my partner, as if we were observing the same

virtual objects in the exact same positions within

the physical world.

(f) I found that having a partner during this

cybersecurity training helped me learn more

effectively compared to doing it alone.

(g) I believe that collaboration enhances the

effectiveness of any type of immersive training

compared to individual efforts.

(h) I think that users should be using the same type

of device in collaborative AR experiences.

Figure 4.4: Box plots for questions on the collaboration experience
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uniformity. These findings suggest that participants’ perspectives on device uniformity

are influenced by considerations of immersion, practicality, collaborative functionality,

and application design. They state that, while device uniformity may contribute to a

seamless collaborative experience, it is not the sole determining factor.

4.2.3. Virtual Environment and Interaction Experience

Participants were asked to assess the level of realism of the virtual environment they

were exposed to (see Figure 4.5a). While a majority of participants agreed (61.1%) that

the virtual environment appeared real, a notable percentage disagreed or expressed

neutral views (38.9%). Regarding the participants’ sense of direct contact with the

virtual environment (see Figure 4.5b), specifically their ability to physically touch and

hold virtual objects, the majority of participants (66.7%) agreed with this statement.

However, a third of the participants expressed either negative or neutral views, high-

lighting the existing gap between the cohesion of the physical and virtual elements.

To bridge this gap, efforts have been made to incorporate haptic feedback and other

sensory elements into the experience.

Furthermore, participants’ responses regarding the perception of virtual objects be-

ing displayed on a screen (2D) or situated in physical space (3D) yielded mixed results

(see Figure 4.5c). Through a majority (61.1%) perceived the virtual objects as 3D in

real space, a significant proportion (38.8%) felt that the objects were somewhat 2D,

approaching a 3D experience but not fully attaining it. It is important to note that the

experiences varied between HoloLens 2 and mobile device users. Somewhat expected,

due to the way that the virtual content is presented to the user, HoloLens 2 users primar-

ily experienced the virtual objects in a 3D sense, while mobile device users reported

perceiving the objects as mostly 2D.

When considering the level of distraction caused by the device’s visual represen-

tation (see Figure 4.5d), almost two-thirds (61.1%) of participants reported slight to

moderate distraction, indicating that the visual representation of the virtual environ-

ment may have affected participants’ focus to some extent during the assigned tasks.

Participants attributed this distraction primarily to device-specific factors, with limited

FoV being the most significant contributor mentioned by the majority of participants

(81.3%). Other factors mentioned included display rendering quality (25%) and lag

(12.5%). When observing on a device-specific level, the results for each device are

given in the Table 4.5. Notably, despite the larger FoV of the mobile phone used com-

pared to the HoloLens 2, as described in Subsection 4.1.2, both groups identified the
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Table 4.5: Visual device-specific factors serving as a distraction while executing assigned tasks

AR device

Factor HoloLens 2 Mobile phone

Narrow FoV 6 7

Render quality 3 1

Lag 0 2

Unaccustomedness to AR 2 0

FoV as the main distraction. Also described in that Subsection is the lower visual qual-

ity of the rendered by the HoloLens 2 due to its approach to AR. This discrepancy in

visual quality was reflected in the feedback from HoloLens 2 users, with a third of them

expressing that the render quality was a distraction. In contrast, only one participant

using the mobile phone device reported this issue.

Participants were asked to provide an overall rating for the visual design of the ap-

plication and appearance of the virtual environment (see Figure 4.5e). All participants

expressed a positive attitude towards the visual design, with 44.4% of participants rat-

ing the experience as excellent and 55.6% as above average.

Participants were also asked on specific interactions with the virtual environment

exhibited in the application and the mechanics tied to those interactions. In terms of

concentration on the assigned tasks rather than concentrating on the mechanisms used

to perform those tasks (see Figure 4.5f), a majority of participants (66.7%) reported

being able to concentrate very well, indicating that the application’s design and inter-

action mechanisms effectively facilitated task-focused engagement. However, a small

percentage of participants (22.2%) indicated slight or moderate difficulty in focusing

solely on the assigned tasks. This finding highlights the importance of optimising the

interaction mechanisms to minimise any additional cognitive load associated with fo-

cusing on the means rather than the desired outcomes. By streamlining the interaction

process, the application can enable users to concentrate more effectively on their goals.

In terms of relying on pointing with their fingers in real space while using the appli-

cation, participants were evenly split. However, when considering the usage patterns

at the device level, two-thirds of HoloLens 2 users reported using pointing gestures

during their interaction with the application. In contrast, a third of mobile phone users

indicated using pointing gestures throughout their use of the application. Participants

also provided an overall rating for the interaction experience (see Figure 4.5g), with

over a half (55.6%) rating the experience as excellent and a third as above average.
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(a) The virtual environment appeared real.
(b) I felt in direct contact with the virtual

environment.

(c) To what extent did the virtual objects give the

impression of being displayed on a screen (2D) or

create the perception of being situated in physical

space (3D)?

(d) To what extent did the device’s visual

representation of the virtual environment distract

you from completing the assigned tasks?

(e) Please provide your feedback on the visual

design and appearance of the virtual environment

in the application.

(f) To what extent were you able to concentrate on

the assigned tasks rather than on the mechanisms

used to perform those tasks?

(g) Please provide an overall rating for the

interaction experience in the application.

Figure 4.5: Box plots for questions on the virtual environment and user interactions
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Figure 4.6 illustrates the participants’ perceptions regarding the intuitive and nat-

ural feel of specific interactions. The questionnaire included seven distinct interac-

tions, which were categorised into two groups based on the AR device employed. This

categorisation was implemented to facilitate a thorough analysis of how each device

influenced the perceived intuitiveness of each interaction. This categorisation allowed

for a detailed examination of how each device influenced the perceived intuitiveness

of each interaction, considering divergent gestures and execution approaches to each

interaction inherent to each device.

Figure 4.6: Interaction intuitiveness for the HoloLens 2 (HL2) and mobile phone (MP) groups

Regarding button pressing, mobile phone users reported no lack of intuitiveness,

while the majority (55.6%) of HoloLens 2 users also found completely intuitive. How-

ever, a notable portion (44.4%) of HoloLens 2 users encountered some challenges, al-

beit to a lesser extent. In terms of object picking, mobile phone users generally did not

express significant issues with intuitiveness. However, within the HoloLens 2 group,

participants reported a wide range of perceived intuitiveness. Approximately 44.4%

indicated minimal to moderate lack of intuitiveness, while 55.6% attributed strong or

complete lack of intuitiveness to the interaction. Notably, HoloLens 2 users encoun-

tered difficulties when picking panel-like rule objects due to the objects’ flat profile and

relatively small colliders in terms of height, making it challenging to grasp the panel

when in close proximity. Regarding object placement, both groups reported varying

levels of lack of intuitiveness. Multiple participants, particularly in the HoloLens 2

group, specifically mentioned issues related to the rule panels during the study trials.
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However, the lack of unison ratings for intuitiveness was less pronounced compared to

the previous interaction.

In terms of object translation, HoloLens 2 users generally had a slightly better ex-

perience, with a majority of users perceiving the interaction as highly intuitive. In

contrast, although the majority of mobile phone users also rated the interaction posi-

tively, a few expressed moderate issues with intuitiveness. Overall, the ratings for this

interaction remained at good levels of intuitiveness in both groups. For object rotation,

the HoloLens 2 group did not encounter significant problems and found the interaction

intuitive. In contrast, mobile phone users reported either no difficulties or sufficient

issues that affected the perceived intuitiveness of the interaction. It is worth noting that

a third of mobile phone users did not even use the rotation interaction, which may be

attributed to the lack of exposure to the interaction in the Scenario 0. However, other

participants in both groups were able to discover the rotation interaction easily by exe-

cuting other interactions, such as scaling. Regarding object scaling, the overwhelming

majority in both groups rated the interaction as highly intuitive. However, a single

participant in the HoloLens 2 group reported no intuitiveness at all for this interaction.

In terms of text input, slightly over half of the participants in both groups (55.6%)

perceived the interaction as completely intuitive. The remaining participants expressed

varying degrees of intuitiveness, with 22.2% of HoloLens 2 users reporting moderate

intuitive tendencies and the remaining 22.2% indicating weaker intuitiveness. Among

mobile phone users, most reported moderate intuitive tendencies, while one user did

not utilise the keyboard feature.

4.2.4. General Outlook on XR and Training

Participants exhibited a positive attitude towards immersive learning experiences

(see Figure 4.7a), with all but one participant agreeing that they would pay more atten-

tion to acquiring new skills if they were presented in a immersive manner similar to this

application. When asked about the perceived effectiveness of immersive experiences

compared to traditional learning approaches (see Figure 4.7b), participants demon-

strated a favourable view of XR technologies. More than two-thirds of participants

(72.2%) agreed that immersive experiences are more effective learning methods com-

pared to textbooks, videos, or traditional lectures. While participants acknowledged

the benefits of XR in terms of learning, there was also a degree of skepticism regard-

ing the complete replacement of traditional learning methods (see Figure 4.7c). A con-

siderable portion of participants (44.4%) expressed a certain level of disagreement that
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immersive experiences could entirely replace skill acquisition from traditional sources,

while almost a third (27.8%) remained undecided on the idea, suggesting that partici-

pants still recognise the value of traditional educational resources alongside the usage

of XR. However, a considerable proportion (72.2%) agreed or strongly agreed that im-

mersive experiences could serve as an extension or addition to gaining skillsets from

traditional sources (see Figure 4.7d).

In terms of incorporating XR into everyday life (see Figure 4.7e), a two-thirds

of participants either agreed or strongly agreed that they would like to integrate AR

applications into their routines. However, the last third of the participants expressed

disagreement or uncertainty towards the concept. Although the participants acknowl-

edge the appeal of XR technologies, based on previous responses, these technologies

need not be suitable for everyone in their daily lives. When it comes to incorporat-

ing AR applications similar to the developed application into various types of training,

participants expressed a slightly stronger inclination (see Figure 4.7f). The findings in-

dicate that a significant majority of participants (77.8%) expressed agreement or strong

agreement towards the integration of AR applications into any type of training. This

suggests a higher level of receptiveness among participants in leveraging XR technolo-

gies to enhance training experiences across a wide range of domains, as opposed to the

previously discussed utilisation of XR for non-training-related everyday tasks.

4.2.5. Password Security Knowledge

During the study trial, participants were asked twice, before and after training,

to compare the relative security level between two passwords and determine which

one offers greater security, based on the predefined criteria outlined earlier in the the-

sis. The options presented to the participants included answers indicating that the first

password is more secure, the second password is more secure, and both passwords are

equally secure. To investigate the impact of AR cybersecurity training on participants’

performance, an analysis of the trends in correct question answering was conducted,

encompassing data collected both before and after exposure to the training. The corre-

sponding graphical representation of these trends can be observed in Figure 4.8.

When considering only the guidelines provided in the application, the participants

consistently demonstrated improved performance in selecting the correct answers be-

tween two password options, with the exception of one question. Furthermore, it is

worth highlighting that Question 7 exhibited a notable increase of 7 correct answers,

and Question 8 showed a significant improvement of 6 correct answers after the train-
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(a) I would pay more attention to acquiring new

skills if they were presented in an immersive

manner, similar to this application.

(b) I believe that immersive experiences are a more

effective learning method compared to textbooks,

videos, or traditional lectures.

(c) I think that immersive experiences have the

potential to completely replace the acquisition of

skillsets from textbooks, videos, or traditional

lectures.

(d) I think that immersive experiences can serve as

an extension of/addition to gaining skillsets from a

textbook, video or a traditional lecture.

(e) I would generally like to incorporate the use AR

applications in my everyday life.

(f) I would generally like to incorporate the use AR

applications similar to this one in any type of

training.

Figure 4.7: Box plots for questions on the general outlook of participants on XR and trainings

ing. These findings might suggest a substantial enhancement in participants’ ability to

evaluate password security in those specific scenarios. However, a closer examination

of the questions and responses reveals that participants may have overly adapted their

perceptions of password security based on the explicit rules presented in the applica-

tion, which is to be expected, but not ideal. It is important to note that the application

did not cover certain rules such as avoiding common words and more complex pre-

dictable patterns in password creation, which participants might have been aware of

before taking part in the study. Since these rules were not explicitly addressed in the
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Figure 4.8: Correct answer trends for each question in pre- and post-training questionnaires

application, participants may have considered them to be of less importance and there-

fore less secure compared to the emphasised rules. To avoid this, a wider coverage of

password security rules should be incorporated within the application.

In contrast, Question 6 exhibited a decrease in the number of correct answers

from the pre-training to post-training phase. Prior to using the application, a signif-

icant majority of participants (88.9%) expressed the belief that the second password,

AbCdEfGhIjKlMnOp!, which is the correct password, was more secure. Only two

participants considered both passwords, 12345678! and AbCdEfGhIjKlMnOp!,

to be equally secure. Surprisingly, after the training, two participants who had initially

identified the second password as more secure switched their response to indicating

that both passwords were equally secure. This change in perception is somewhat per-

plexing since the second password aligns with the criteria of being longer and incor-

porating different character groups, including both uppercase and lowercase letters, as

opposed to the first password which consists only of numbers, alongside both contain-

ing a special character.

Based on the analysis of the questionnaire responses, several questions exhibited

a notable tendency among participants to believe that both passwords were equal in

strength. For instance, prior to the training, approximately half of the participants in

Question 7 indicated that both passwords held the same level of security. However,

after being exposed to the training, there was a shift in perceptions. While a third

of the participants still held the belief that both passwords were equally secure, the
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majority of participants, along with one individual who initially considered the first

password to be more secure, changed their stance and recognised the second password

as the correct and more secure option. Another example is evident in Question 8,

where a higher number of participants in the post-training questionnaire expressed the

belief that both passwords were correct than in the pre-training one. This aligns with

the previously discussed indication of participants shifting their perception of the first

password’s strength, recognising it as the correct option, after undergoing the training.

The observed patterns in accurate responses indicate an overall generally positive

impact of AR cybersecurity training on participants’ comprehension of password se-

curity, specifically regarding password strength. The majority of the questions saw an

increase in correct answers after the training, suggesting an improvement in partici-

pants’ ability to evaluate the security level of passwords. Nonetheless, as discussed

previously, various factors may have influenced participants’ final choices, highlight-

ing the need for further evaluation and refinement of the questions assessing the par-

ticipants’ comprehension of password security and the existing rules, as well as the

inclusion of more rules, presented to the users in the training to ensure consistent and

comprehensive knowledge acquisition across all areas of password security.

4.2.6. Limitations

This study aims to provide insight into the efficacy of immersive cybersecurity

training, including a collaborative framework and the use of various AR devices. How-

ever, it is important to acknowledge certain limitations that may impact the interpreta-

tion of the study findings. One significant limitation is the relatively small sample size

of 18 participants in total. When dividing the participants further into groups based on

the AR devices used, each group consists of only 9 participants per device. This lim-

ited sample size raises concerns about the generalisability and statistical significance

of the results. Therefore, caution should be exercised when drawing conclusions from

this study. Future research with larger and more diverse participant groups is warranted

to further validate and expand upon the findings.

Furthermore, it is important to consider the limitations associated with the ques-

tionnaire used in this study. The questionnaire was nonstandardised, comprising a

combination of questions derived from previous research and original inquiries. While

this approach allowed for customisation and exploration of specific aspects related to

immersive cybersecurity training, the lack of standardisation may introduce variability
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in how participants interpret and respond to the questionnaire items, potentially influ-

encing the accuracy and reliability of the gathered data. Future research in the field of

AR training with a collaborative aspect would benefit from the use of a standardised

assessment survey. However, it is important to acknowledge that developing a com-

prehensive and validated questionnaire specifically tailored to the niche context of AR

collaborative training may pose certain challenges. The development and validation of

such a specialised questionnaire would require careful consideration and examination

of the unique characteristics and requirements of AR training environments. Therefore,

it is recommended that further investigation be conducted to explore the feasibility and

potential benefits of developing a standardised questionnaire that specifically addresses

the intricacies and nuances of AR collaborative training.

Moreover, with regard to the questionnaire employed, it is important to recognise

that the study relied primarily on subjective participant feedback. While attempting

to mitigate potential biases by using mostly close-ended questions, subjective mea-

sures are still vulnerable to individual biases, subjective interpretations of questions,

and variations in participants’ ability to accurately articulate their experiences. To en-

hance the objectivity of future evaluations, incorporating objective measures alongside

subjective assessments could provide a more comprehensive understanding of the ef-

fectiveness and impact of immersive cybersecurity training. Objective measures, such

as performance metrics (task completion time, task accuracy) and physiological indi-

cators (heart rate, cognitive load), could provide a more comprehensive understanding

of training effectiveness. However, selecting appropriate objective measures becomes

challenging when comparing different AR devices. Consistency and standardisation of

measures across devices are essential to ensure meaningful conclusions. Thus, careful

consideration is needed to identify objective measures that capture relevant aspects of

the training experience uniformly across different AR platforms.

An oversight has been detected in the questionnaire related to a specific question.

The question To what extent did the application setup contribute to your perception of

your partner’s actions within the application? (see Figure 4.4b) failed to differenti-

ate between Scenario 1 and Scenario 2, despite the need for separate assessments. It is

noteworthy that in Scenario 1, the user is unable to observe their partner’s manipulation

of virtual objects, whereas Scenario 2 incorporates real-time synchronisation, allowing

users to witness each other’s movements and placement of rule panels. Consequently,

the current formulation of the question lacks coherence as it fails to acknowledge the

divergent nature of these scenarios in terms of perceiving the other user’s actions. This

ambiguity compromises the usability of both the question and its corresponding re-

67



sponses, as participants struggle to give a response to a question that encompasses

contrasting situations. Several participants expressed concerns about the logical con-

sistency of the question during the study. For future research employing this question

in the context of this particular application, it is recommended to split it into two sep-

arate questions, asking the same question, but for Scenario 1 and Scenario 2 separately.

As mentioned in Subsection 3.6, the application itself features a few limitations

in the form of bugs. The presence of these bugs could have presented challenges

and uncertainties during the study, potentially affecting the participants’ experience

and, consequently, their responses. Specifically, issues related to obstructing anchored

virtual elements and desynchronisation of rule matching in the shared virtual environ-

ment may have impacted the participants’ engagement and the overall effectiveness

of their immersive cybersecurity training. Participants might have encountered these

issues while using the application, leading to disruptions and inconsistencies in their

immersive cybersecurity training process. Therefore, it is important to acknowledge

the potential influence of these application limitations on the study outcomes and par-

ticipants’ feedback. Addressing these bugs in future iterations of the application is

crucial to enhance the overall UX, improve reliability, and ensure consistent partici-

pant responses for future studies.

68



CONCLUSION

This thesis presents the design and implementation of SecuAR Together, a collab-

orative cybersecurity training application for multiple AR platforms, along with its

evaluation. The application offers two interactive scenarios focusing on password se-

curity principles and provides hands-on learning opportunities. Despite the presence

of several bugs and limitations, the application shows potential for enhancing user ex-

perience. Future refinements of the application should address these issues to improve

reliability and maximise the impact of immersive cybersecurity training. The appli-

cation possesses the potential for further expansion in terms of the number and the

range of scenarios implemented. While the focus on password security could be re-

tained, it can also be extended to encompass various other domains of cybersecurity,

creating a comprehensive training system for cybersecurity. The user study conducted

provides insights into the training experience, revealing positive user experiences and

satisfaction with acquiring cybersecurity knowledge through the application. Collabo-

ration within the application is well-received by the majority, although perceptions of

a shared environment vary among participants. Opinions diverge regarding the neces-

sity of device uniformity in collaborative augmented reality experiences. The virtual

environment is generally regarded as realistic, although some participants perceive the

virtual objects as partially 2D. Device-specific virtual environment rendering tends to

cause minimal distraction, primarily due to limited FoV. Also observed are significant

enhancements in participants’ knowledge of password strength after using SecuAR To-

gether. However, the study had limitations, such as a small sample size and nonstan-

dardised questionnaire, suggesting the need for future research with larger and more

diverse groups and the use of standardised assessment surveys. Objective measures

should also be incorporated alongside subjective assessments to provide a comprehen-

sive evaluation of training outcomes. Despite these limitations, the study highlights the

potential of interactive and collaborative AR-based training for enhancing password

security awareness and calls for further development and refinement of the training

framework to improve the user experience and effectiveness in future studies.
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Demographic Questionnaire

1.

2.

Mark only one oval.

Other:

Female

Transgender Female

Male

Transgender Male

Non-Binary

Gender-Fluid

Prefer Not to Answer

3.

Collaborative Cybersecurity Training
Study
A questionnaire as a part of the study for my Master's thesis titled Development and 
Evaluation of an Augmented Reality-Based Application for Collaborative Cybersecurity 
Training at the Faculty of Electrical Engineering and Computing, University of Zagreb, in 
AY 22/23.

* Indicates required question

Name and Surname *

Gender *

Age *



4.

Mark only one oval.

No experience – never tried AR

Only tried AR once

Used AR a few times

Use AR a few times per year

Use AR monthly

Experienced – use AR approximately 1 or more times per week

5.

Other:

Tick all that apply.

Work

School

Communication

Games

Other forms of entertainent

6.

Other:

Tick all that apply.

Mobile phone

Head-mounted display (HMD) - e.g., Meta Quest or HoloLens headsets, ...

Head-up display (HUD) - e.g., in a car

Prior Experience with Augmented Reality (AR) *

If you have prior experience,  in which context have you encountered AR?

If you have prior experience, what type(s) of AR devices have you used?



7.

Mark only one oval.

Yes

No

General Knowledge Overview

8.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Are you currently doing your university studies in or do you have a degree or job
in computer science, computer engineering, information technology, or a related
field?

*

Select the degree of agreement with the statement: 
I am well-versed in cybersecurity.

*



9.

Mark only one oval.

Never

When prompted

Sometimes, without being prompted

Regularly, without being prompted

10.

Mark only one oval.

Yes

No

11.

Mark only one oval.

Yes

No

Complete the statement: 
I change my passwords...

*

Select if the statement applies to you or not:  
One or more of my passwords were compromised sometimes in the past.

*

Select if the statement applies to you or not:  
In my lifetime, I have reused the same password for two or more accounts at
least once.

*



12.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

13.

Tick all that apply.

I use a password manager (standalone or in my browser) to automatically enter my
passwords for me.

I type the entire password from memory.

I write my passwords down on a piece of paper.

I store my passwords digitally (e.g., in a file or on my phone).

I first have to look up a password and then type it in.

14.

Mark only one oval.

Yes

No

Select the degree of agreement with the statement: 
I have relative confidence that I can create strong passwords.

*

Which of the following statements reflect your daily behaviour related to
passwords?

*

Have you ever taken part in any VR/AR training experiences? *



15.

Mark only one oval.

Yes

No

16.

Other:

Tick all that apply.

Textual

Audio

Video

Real-life scenario simulation

VR/AR

17.

18.

Other:

Tick all that apply.

Yes/No questions

Multi-choice question quiz

Short-form open-ended questions

Real-life scenario simulation

Oral exam

Pre-Training Questionnaire

The following 10 questions require you to assess pairs of passwords and determine their 
relative security level, or if they are equally secure.

Have you ever taken part in a cybersecurity training (need not be VR/AR)? *

If so, which type?

If you've taken part in some other type of immersive training (VR/AR), describe
briefly what it was?

How were you assessed after taking part in these immersive training(s)?



19.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

20.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

21.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

Compare the provided security level between these two passwords:  
P1: PurpleSunset789!
P2: Sunshine123!

*

Compare the provided security level between these two passwords:  
P1: Password123!
P2: 987654321!

*

Compare the provided security level between these two passwords:  
P1: MySecretWord2023!
P2: ABCDEFGH!

*



22.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

23.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

24.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

Compare the provided security level between these two passwords:  
P1: TrickyP@ssw0rd!
P2: P@ssw0rd123!

*

Compare the provided security level between these two passwords:  
P1: PurpleGiraffe876!
P2: Password987!

*

Compare the provided security level between these two passwords:  
P1: 12345678!
P2: AbCdEfGhIjKlMnOp!

*



25.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

26.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

27.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

Compare the provided security level between these two passwords:  
P1: MyDogSpot#1
P2: CorrectHorseBatteryStaple

*

Compare the provided security level between these two passwords:  
P1: Qwerty123!
P2: ZXCVBNM456!

*

Compare the provided security level between these two passwords:  
P1: MyFavoriteColorIsBlue!
P2: 5tarW@rsFan!

*



28.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

Time to try out the Cybersecurity Awareness Training Application!

29.

Mark only one oval.

HoloLens 2

Mobile phone

Questionnaire after Using the Application - System Comparison

Compare the provided security level between these two passwords:  
P1: Tr0ub4dor&3!
P2: $ecur3P@$$w0rd!

*

Select the device you were assigned: *



30.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement: 
The virtual environment appeared real.

*



31.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement: 
I felt in direct contact with the virtual environment. (e.g., I felt like I could
physically touch and hold the virtual objects.)

*



32.

Mark only one oval.

Completely 2D

1

2

3

4

5

Completely 3D

To what extent did the virtual objects give the impression of being displayed on
a screen (2D) or create the perception of being situated in physical space (3D)?

*



33.

Mark only one oval.

Not at all

1

2

3

4

5

Extremely

34.

Other:

Tick all that apply.

Limited field of view (extent of the observable virtual environment seen at any given
moment)

Display/render quality

Lag (i.e., low number of frames-per-second, ...)

To what extent did the device's visual representation of the virtual environment
distract you from completing the assigned tasks?

*

If affected, what influenced the distraction?



35.

Mark only one oval.

Bad

1

2

3

4

5

Excellent

Please provide your feedback on the visual design and appearance of the
virtual environment in the application.

*



36.

Mark only one oval.

Not at all

1

2

3

4

5

Extremely

To what extent were you able to concentrate on the assigned tasks rather than
on the mechanisms used to perform those tasks?

*



37.

Mark only one oval per row.

38.

Mark only one oval.

Yes

No

To what extent did the gesture interactions for ... feel intuitive/natural? *

Not at
all

Slightly Moderately Highly
Did not

use

Button
pressing

Object
picking

Object
placing
(rule
placement
on the
board)

Object
translation
(movement)

Object
rotation

Object
scaling

Text input
(keyboard
usage)

Button
pressing

Object
picking

Object
placing
(rule
placement
on the
board)

Object
translation
(movement)

Object
rotation

Object
scaling

Text input
(keyboard
usage)

Select if the statement applies to you or not:  
I often relied on pointing (with fingers in the real space) while using the
application.

*



39.

Mark only one oval.

Bad

1

2

3

4

5

Excellent

Questionnaire after Using the Application - Collaboration

Please provide an overall rating for the interaction experience in the
application.

*



40.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement: 
I enjoyed the collaboration aspect of this application.

*



41.

Mark only one oval.

Not at all

1

2

3

4

5

Extremely

To what extent did the setup of the application help you perceive the actions
taken by your partner within the application?

*



42.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement for Scenario 1:   
It was easy to collaborate on the assigned task.

*



43.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement for Scenario 2:   
It was easy to collaborate on the assigned task.

*



44.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement: 
I felt a strong sense of shared environment with my partner, as if we were
observing the same virtual objects in the exact same positions within the
physical world.

*



45.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement:   
I found that having a partner during this cybersecurity training helped me learn
more effectively compared to doing it alone.  

*



46.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement:    
I believe that collaboration enhances the effectiveness of any type of
immersive training compared to individual efforts.

*



47.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

48.

Questionnaire after Using the Application - Application Details

Select the degree of agreement with the statement:    
I think that users should be using the same type of device in collaborative AR
experiences.

*

Please provide an explanation to your previous answer.



49.

Mark only one oval.

Not at all

1

2

3

4

5

Extremely

50.

Mark only one oval.

I did not notice them at all.

I noticed them, but did not pay attention to them.

They were an inconvenience/annoying.

They served as a good guidance.

To what extent do you feel that the presence of gamification elements
enhanced your learning during the training?

*

Were the instruction panels of any help while using the application? *



51.

Mark only one oval.

I did not notice them at all.

I noticed them, but did not pay attention to them.

They were an inconvenience/annoying.

They served as a good guidance.

52.

Mark only one oval.

I did not notice them at all.

I noticed them, but did not pay attention to them.

They were an inconvenience/annoying.

They served as a good guidance.

Were the placement guides (the floating chevrons) of any help while using the
application?

*

Were the objects hints in Scenario 1 of any help while using the application? *



53.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

54.

Mark only one oval.

Yes

No

Select the degree of agreement with the statement:    
I would have preferred the application to provide more detailed information
about the specific scenarios and their respective contexts.

*

Did you manage to crack the password in Scenario 1? *



55.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement:    
There was enough time given in Scenario 1.

*



56.

Mark only one oval.

Not at all

1

2

3

4

5

Extremely

57.

Mark only one oval.

Yes

No

58.

Tick all that apply.

The presence of another person who was also creating a password.

The first scenario prompted me to create a stronger password compared to my
typical choice.

The theme of the application raised my awareness about password generation
issues.

To what extent did the utilization of storytelling in Scenario 1 enhance your
engagement with the assigned task?

*

In Scenario 2, I knowingly created a different password than I would have
usually.

*

If yes,  what influenced your decision to create a different one than usual?



59.

Tick all that apply.

I reused a password I was already using.

I modified a password I was already using.

I created an entirely new password, using the same general approach I usually do.

I created an entirely new password, and I used a different approach than I normally
do.

60.

Questionnaire after Using the Application - Immersive vs Traditional

Immersive experience - VR/AR application

Did you use reuse or modify a previously used password in Scenario 2? *

Do you have any comments about the application (strengths, weaknesses,
something could have been left out, something was missing, ...)



61.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement:
I enjoyed using this application.

*



62.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement:
I enjoyed acquiring cybersecurity knowledge through the use of this
application.

*



63.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement:
I would pay more attention to acquiring new skills if they were presented in an
immersive manner, similar to this application.

*



64.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement:
I believe that immersive experiences are a more effective learning method
compared to textbooks, videos, or traditional lectures.

*



65.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement:
I think that immersive experiences have the potential to completely replace the
acquisition of skillsets from textbooks, videos, or traditional lectures.

*



66.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement:
I think that immersive experiences can serve as an extension of/addition to
gaining skillsets from a textbook, video or a traditional lecture.

*



67.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Select the degree of agreement with the statement:
I would generally like to incorporate the use AR applications in my everyday
life.

*



68.

Mark only one oval.

Strongly disagree

1

2

3

4

5

Strongly agree

Post-Training Questionnaire

The following 10 questions require you to assess same pairs of passwords as in the pre-
training questionnaire and determine their relative security level, or if they are equally 
secure.

69.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

Select the degree of agreement with the statement:
I would generally like to incorporate the use AR applications similar to this one
in any type of training.

*

Compare the provided security level between these two passwords:  
P1: PurpleSunset789!
P2: Sunshine123!

*



70.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

71.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

72.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

Compare the provided security level between these two passwords:  
P1: Password123!
P2: 987654321!

*

Compare the provided security level between these two passwords:  
P1: MySecretWord2023!
P2: ABCDEFGH!

*

Compare the provided security level between these two passwords:  
P1: TrickyP@ssw0rd!
P2: P@ssw0rd123!

*



73.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

74.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

75.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

Compare the provided security level between these two passwords:  
P1: PurpleGiraffe876!
P2: Password987!

*

Compare the provided security level between these two passwords:  
P1: 12345678!
P2: AbCdEfGhIjKlMnOp!

*

Compare the provided security level between these two passwords:  
P1: MyDogSpot#1
P2: CorrectHorseBatteryStaple

*



76.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

77.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

78.

Mark only one oval.

P1 is more secure

Both passwords are equally secure

P2 is more secure

End of the Questionnaire!

Thank you for participating in the study😊

This content is neither created nor endorsed by Google.

Compare the provided security level between these two passwords:  
P1: Qwerty123!
P2: ZXCVBNM456!

*

Compare the provided security level between these two passwords:  
P1: MyFavoriteColorIsBlue!
P2: 5tarW@rsFan!

*

Compare the provided security level between these two passwords:  
P1: Tr0ub4dor&3!
P2: $ecur3P@$$w0rd!

*



Development and Evaluation of an Augmented Reality-Based Application for

Collaborative Cybersecurity Training

Abstract

This Master’s Thesis introduces SecuAR Together, a collaborative cybersecurity

training application that leverages augmented reality (AR) technology to provide users

with interactive hands-on learning experiences. Through two scenarios, the applica-

tion focuses on enhancing users’ understanding of password management and strong

password generation principles. The application is compatible with various AR plat-

forms, such as HoloLens 2 and smartphones, enabling a wide range of users to engage

in immersive cybersecurity training. The thesis also presents a user study (N=18) that

assessed the impact of SecuAR Together on users’ password security knowledge and

overall user experience. Pairs of participants were exposed to the application, after

which their subjective assessments were collected. Pre- and post-training evaluations

were conducted to measure the learning outcomes related to password strength. The

research findings reveal positive user attitude towards the application, indicating the

potential of collaborative AR-based training to improve password security awareness.

Participants demonstrate improved knowledge and understanding of password secu-

rity after using SecuAR Together. However, the study acknowledges limitations such

as the small sample size and the use of a nonstandardised questionnaire, which may af-

fect the generalisability and reliability of the results. Overall, this research highlights

the potential of interactive AR-based training in enhancing cybersecurity awareness,

emphasising the need for continued development and evaluation in cybersecurity edu-

cation.

Keywords: AR, MR, XR, Mixed Reality, Cyber Awareness, Password Security



Razvoj i evaluacija aplikacije za kolaborativni trening u području kibernetičke

sigurnosti uporabom tehnologije proširene stvarnosti

Sažetak

Ovaj diplomski rad predstavlja SecuAR Together, kolaborativnu aplikaciju za tren-

ing o kibernetičkoj sigurnosti koristeÂci tehnologiju proširene stvarnosti kako bi se ko-

risnicima pružila interaktivna praktična iskustva učenja. Kroz dva scenarija, aplikacija

se usredotočuje na poboljšanje korisničkog razumijevanja upravljanja lozinkama i načela

generiranja jakih lozinki. Aplikacija je kompatibilna s raznim AR platformama, poput

HoloLensa 2 i pametnih telefona, omoguÂcujuÂci širokom rasponu korisnika sudjelo-

vanje u imerzivnom treningu o kibernetičkoj sigurnosti. Rad tako Åder predstavlja ko-

risničko istraživanje (N=18) koje procjenjuje utjecaj aplikacije SecuAR Together na

korisničko znanje o sigurnosti lozinki i cjelokupno korisničko iskustvo. Parovi su-

dionika bili su izloženi aplikaciji, nakon čega su prikupljene njihove subjektivne proc-

jene. Provedene su evaluacije prije i poslije treninga kako bi se izmjerili ishodi učenja

koji se odnose na jačinu lozinki. Rezultati istraživanja otkrivaju pozitivan stav koris-

nika prema aplikaciji, ukazujuÂci na potencijal kolaborativnog treninga temeljenog na

proširenoj stvarnosti za poboljšanje svijesti o sigurnosti lozinki. Sudionici pokazuju

poboljšano znanje i razumijevanje sigurnosti lozinki nakon korištenja aplikacije. Me Ådu-

tim, istraživanje osvješÂcuje ograničenja poput male veličine uzorka i korištenja nes-

tandardiziranog upitnika, što može utjecati na generalizaciju i pouzdanost rezultata.

Ovo istraživanje opÂcenito naglašava potencijal interaktivnog treninga temeljenog na

proširenoj stvarnosti u jačanju svijesti o kibernetičkoj sigurnosti, naglašavajuÂci potrebu

za kontinuiranim razvojem i evaluacijom u obrazovanju o kibernetičkoj sigurnosti.

Ključne riječi: AR, MR, XR, miješana stvarnost, kibernetička svjesnost, sigurnost

lozinki
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